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Dear Colleagues, 
 
We’re excited to welcome you to Lead, SD for CETUP* 2023 – the program starts in two days! 

The scientific program has been finalized and can be found as a PDF file at the bottom of the 
workshop Indico Overview page (the schedule for all contributions will also soon be available via the 
Indico Timetable). Let us know of any issues. 

On the first day of each session – Monday June 19 and Monday July 3 – we will meet at the Hampton 
Inn lobby at 8:30 am. The workshop venue (the Lead Middle School) is close to the hotel, and the 
group will do the 5-minute walk together. The scientific program will begin at 9 am. 

Participants (especially those identified in the program) who have not submitted an abstract can still 
do so via Indico: https://indico.sanfordlab.org/event/53/abstracts.  

The weeks of attendance for each participant is available in a separate PDF file also posted on the 
main Indico page. 

Those who requested transportation between the Rapid City airport and the Hampton Inn hotel in 
Lead will receive an email message with specific details within a few days of your arrival/departure. 
Those arriving this weekend should have already received an email (if you are expecting a shuttle but 
have not been contacted, please let us know ASAP). 

Itineraries for the three planned SURF underground tours are available as PDF files on the Indico 
page: June 20, June 29, and July 13. We have done our best to accommodate the strong level of 
interest. Currently, we are asking local participants to take a raincheck to allow others an opportunity 
to visit the underground laboratory (as of now, there is also a waiting list for the July 13 date). 

In addition to the plans for the CETUP* 2023 workshop, plans are also advancing for The Institute for 
Underground Science at SURF. You may have noticed the logo on the website and recent bulletins, 
and we’re thrilled that this year’s CETUP* workshop is one of the Institute’s first science-focused 
endeavors. 

Have a safe trip, 

 
CETUP* Organizing Committee 
cetup2023@sanfordlab.org 
 
 
 

*** 
Dates: June 19 – July 14, 2023  

• Dark Matter: June 19 – June 30  
• Neutrinos: July 3 – July 14 

Workshop Website: https://indico.sanfordlab.org/e/cetup2023  
Location: Lead-Deadwood Middle School, 234 S Main Street, Lead, SD  
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Sources for the observed gamma-rays are:
i)Galactic Diffuse Emission: decay of pi0s (and other mesons) from pp (NN) collisions in 
the ISM, bremsstrahlung radiation off CR e, Inverse Compton scattering: up-scattering of 
CMB and IR, optical photons from CR e
ii)from point sources (galactic or extra galactic) 
iii)Extragalactic Isotropic 
iv)”extended sources”(Fermi Bubbles, Geminga, Vela ...)
iv)misidentified CRs (isotropic due to diffusion of CRs in the Galaxy)



 Modeling the ISM galactic production and propagation uncertainties for 
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• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

IC, Hooper, Linden PRD 2016

Voyager 1 (ISM) proton flux:
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We use  GALPROP a 
numerical solver  build 
by Moskalenko, Strong 
et al. as a starting point  
and build several 
models that are in 
agreement with CR 
measurements 

Voyager 1

 Modeling the ISM galactic production and propagation uncertainties for 
cosmic rays



• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

Cross-checking with the PROTON data that account for the majority of 
observed cosmic rays; monthly AND total (i.e ISM & Solar Modulation):

Constraining the form of the Modulation potential and the ISM p spectrum 
in a recursive manner.  

IC, Linden, Hooper JCAP 2022

Also IC, McKinnon PRD 106, 063021 2022



Repeating for multiple Cosmic-Ray species we can constrain the physical 
processes affecting the cosmic-ray production & propagation

IC, Zhong, McDermott, Surdutovich, PRD 2022 (arXiv:2112.09706)



Cosmic-ray models with similar parameters have also
been shown to provide good descriptions of the secondary
to primary ratio of cosmic-ray antiprotons to protons p̄=p
measured by AMS-02 [64], apart from very high energies
and anOð0.1Þ bump centered at 5–20 GeV [62,109]. We do
not show the cosmic-ray electrons or positrons here,
since we know that electrons and positrons in these
energies experience fast energy losses, and as a result their
spectral properties depend on the local galactic magnetic
field amplitude and amplitude of the ISM radiation field.
However, we do include these uncertainties when we
produce our gamma-ray templates. In addition, the
observed properties of cosmic-ray electrons may also
depend on the distribution of local pulsars, which we will
revisit later when we discuss the gamma-rays from the
inner galaxy. In any case, fitting the observed cosmic-ray
electron observations will not provide strong constraints on
the conditions of sub-TeV cosmic-ray propagation that we
are interested in. Several works have shown that models
with relatively similar assumptions to those of Table I are in
agreement with the observed cosmic-ray electrons and
positrons (e.g., [110–113]).
Cosmic rays lose energy as they enter the volume of the

Heliosphere and propagate inwards to the Earth’s position
in the solar system. How much energy they lose (predomi-
nantly via adiabatic energy losses) depends on their charge,
their initial rigidity, and the amplitude, polarity, and
morphology of the heliospheric magnetic field (HMF) they
propagate through. During the time of observations by
AMS-02, the polarity was negative A < 0 up to the end of
2012; by the summer of 2014, it had stabilized to A > 0.
For a negative polarity, negatively charged particles reach
the Earth from the outer parts of the Heliosphere through
the poles of the HMF. It takes them a typical travel time of a
few months. At the same time, positively charged particles
will travel predominantly through the Heliospheric Current
Sheet: the area of the HMF that separates the north from the
south magnetic hemispheres. Such particles travel much
more slowly; they experience stronger energy losses, so
their arrival depends strongly on their initial rigidity at
entrance [108,114–117]. The HMF changes polarity A

every approximately 11 years. When the polarity of the
HMF flips, the type of paths that oppositely charged
particles follow through the volume of the Heliosphere
also flips. The end result of these processes is that the
observed cosmic-ray spectra are modulated compared to
the local ISM ones before entrance into the Heliosphere.
This is known as solar modulation [118]. The quantitative
amount by which the cosmic-ray spectra are modulated is
described by the modulation potential. In this work we
follow the analytical model of [116] to evaluate the charge-,
time-, and rigidity-dependent modulation potential whose
properties have most recently been evaluated in [108].
Since the properties of the amplitude of solar modulation
potential is not perfectly constrained, for each cosmic-ray
spectrum (or ratio of spectra) presented in Figs. 1 and 2 we
show a blue band that encompasses the 3σ relevant ranges.

III. DIFFUSE GAMMA-RAY EMISSION

In this work we develop and test templates to model the
gamma-ray emission due to galactic cosmic rays interacting
with the ISM gas, the interstellar radiation field (ISRF), and

FIG. 1. The hydrogen cosmic-ray spectrum at the local ISM
(solid black line) for model C of Table I and its modulated
measurement by the AMS-02 at two different times: at Bartels’
rotation (BR) 2426 (blue data points) and BR 2445 (red data
points). The blue and red bands show the predicted ranges of the
modulated spectra for the equivalent times of observation [108].
Where those bands overlap their color appears magenta. The thin
blue and red lines give the expected hydrogen spectra assuming
just the best fit modulation parameters of [108].

TABLE I. The cosmic-ray propagation assumptions (CR model), determined by the diffusion index δ, the diffusion scale height zL, the
normalization of the diffusion co-efficient D0, the Alfvén velocity vA, the galactic convection gradient dvc=dv, the injection indices α1,
α2, α3, and the rigidity breaks Rbr1 and Rbr2 for cosmic-ray hydrogen and helium isotopes. In the last five columns, the first values refer
to hydrogen injection properties and the second values to helium.

CR model δ
zL

(kpc)
D0 × 1028

(cm2=s)
vA

(km/s)
dvc=djzj
(km/s/kpc) α1 H/He

Rbr1 H/He
(GV) α2 H/He

Rbr2 H/He
(GV) α3 H/He

A 0.33 5.7 6.70 30.0 0 1.74=1.70 6.0=7.4 2.04=2.16 14.0=21.5 2.41=2.39
B 0.37 5.5 5.50 30.0 2 1.72=1.74 6.0=8.0 2.00=2.14 12.4=21.0 2.38=2.375
C 0.40 5.6 4.85 24.0 1 1.69=1.65 6.0=6.7 2.00=2.13 12.4=20 2.38=2.355
D 0.45 5.7 3.90 24.0 5.5 1.69=1.68 6.0=7.0 1.99=2.12 12.4=18.7 2.355=2.34
E 0.50 6.0 3.10 23.0 9 1.71=1.68 6.0=7.2 2.02=2.14 11.2=17.5 2.38=2.33
F 0.43 3.0 1.85 20.0 2 1.68=1.74 6.0=10.5 2.08=2.09 13.0=21.0 2.41=2.33

CHOLIS, ZHONG, MCDERMOTT, and SURDUTOVICH PHYS. REV. D 105, 103023 (2022)

103023-4

The ISM propagation conditions that fit the local spectra

This is a starting point.



Using templates on Gamma-ray maps —> 
It’s first use led to the discovery of the Fermi(Haze)-Bubbles
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Planck Collaboration: Detection of the Galactic haze with Planck

Fig. 9. Top: The microwave haze at Planck 30GHz (red, −12 µK < ∆TCMB < 30 µK) and 44GHz (yellow, 12 µK < ∆TCMB < 40
µK). Bottom: The same but including the Fermi 2-5 GeV haze/bubbles of Dobler et al. (2010) (blue, 1.05 < intensity [keV cm−2
s−1 sr−1] < 1.25; see their Fig. 11). The spatial correspondence between the two is excellent, particularly at low southern Galactic
latitude, suggesting that this is a multi-wavelength view of the same underlying physical mechanism.
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Planck intermediate results. IX. Detection of the Galactic haze with
Planck
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ABSTRACT

Using precise full-sky observations from Planck, and applying several methods of component separation, we identify and characterize the emission
from the Galactic “haze” at microwave wavelengths. The haze is a distinct component of diffuse Galactic emission, roughly centered on the Galactic
centre, and extends to |b| ∼ 35◦ in Galactic latitude and |l| ∼ 15◦ in longitude. By combining the Planck data with observations from the Wilkinson
Microwave Anisotropy Probe we are able to determine the spectrum of this emission to high accuracy, unhindered by the large systematic biases
present in previous analyses. The derived spectrum is consistent with power-law emission with a spectral index of −2.55 ± 0.05, thus excluding
free-free emission as the source and instead favouring hard-spectrum synchrotron radiation from an electron population with a spectrum (number
density per energy) dN/dE ∝ E−2.1. At Galactic latitudes |b| < 30◦, the microwave haze morphology is consistent with that of the Fermi gamma-ray
“haze” or “bubbles,” indicating that we have a multi-wavelength view of a distinct component of our Galaxy. Given both the very hard spectrum
and the extended nature of the emission, it is highly unlikely that the haze electrons result from supernova shocks in the Galactic disk. Instead, a
new mechanism for cosmic-ray acceleration in the centre of our Galaxy is implied.

Key words. Galaxy: nucleus – ISM: structure – ISM: bubbles – radio continuum: ISM

1. Introduction

The initial data release from the Wilkinson Microwave
Anisotropy Probe (WMAP) revolutionised our understanding of
both cosmology (Spergel et al. 2003) and the physical processes
at work in the interstellar medium (ISM) of our own Galaxy
(Bennett et al. 2003). Some of the processes observed were
expected, such as the thermal emission from dust grains, free-
free emission (or thermal bremsstrahlung) from electron/ion
scattering, and synchrotron emission due to shock-accelerated
electrons interacting with the Galactic magnetic field. Others,
such as the anomalous microwave emission now identified as

⋆ Corresponding author: K. M. Górski, e-mail:
krzysztof.m.gorski@jpl.nasa.gov

spinning dust emission from rapidly rotating tiny dust grains
(Draine & Lazarian 1998a,b; de Oliveira-Costa et al. 2002;
Finkbeiner et al. 2004; Hinshaw et al. 2007; Boughn & Pober
2007; Dobler & Finkbeiner 2008b; Dobler et al. 2009), were
more surprising. But perhaps most mysterious was a “haze” of
emission discovered by Finkbeiner (2004a) that was centred
on the Galactic centre (GC), appeared roughly spherically
symmetric in profile, fell off roughly as the inverse distance
from the GC, and was of unknown origin. This haze was
originally characterised as free-free emission by Finkbeiner
(2004a) due to its apparently very hard spectrum, although it
was not appreciated at the time how significant the systematic
uncertainty in the measured spectrum was.
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Fermi Bubbles

Planck Coll. A&A 2013 
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Fermi bubble south template
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• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)
– 32 –

6. Morphology and spectral variations

The average spectrum of the bubbles is an important characteristic, but it may be insu�cient

for distinguishing among the models of the bubbles’ formation and the mechanisms of the gamma-ray

emission. In this section, we calculate the spectrum of the bubbles in latitude strips, and estimate

the significance and the spectrum of the enhanced gamma-ray emission in the south-eastern part of

the bubbles, called the “cocoon” (Su & Finkbeiner 2012). We search for a jet inside the bubbles and

determine the location and the width of the boundary of the bubbles.

6.1. Longitude Profiles
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Fig. 22.— Residual intensity integrated in di↵erent energy bands for the baseline model derived with GALPROP

templates in Section 3.2 (top) and for the example model derived with the local templates analysis in Section 4.3

(bottom).

To give a general idea about the morphology of the bubbles, we present the profile plots of the

residual intensity corresponding to the Fermi bubbles at di↵erent latitudes integrated in three energy

bands: 1 - 3 GeV, 3 - 10 GeV, 10 - 500 GeV. The residual intensity is shown in Figure 22. There is

an L-shaped over-subtraction at low energies in the GALPROP residuals in the low latitude part of the

northern bubble. This residual is spatially correlated with the star forming region ⇢ Ophiuchi, which

might have a di↵erent CR spectrum compared to the average. Notice that this feature is not present in

the residuals obtained from the local template analysis, which allows the adjustment of the normalization

of the CR density in local patches. The profile plots in 10� latitude strips are shown in Figure 23.

An excess of emission in the southern bubble for latitudes �40� < b < �20� and longitudes 0� <

` < 15� corresponds to the cocoon proposed by Su & Finkbeiner (2012). There is also a slight excess of

emission for 20� < b < 40� around ` = 10�. At some latitudes, the width of the boundary of the bubbles

is approximately or smaller than 5�. We study the width of the edge in more detail in Section 6.3.

Fermi-LAT Collaboration 
Result ApJ 2014

Su et al. ApJ 724, 1044 (2010)

Discovery of edges on the emission.
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Using templates on Gamma-ray maps
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Cosmic-ray models with similar parameters have also
been shown to provide good descriptions of the secondary
to primary ratio of cosmic-ray antiprotons to protons p̄=p
measured by AMS-02 [64], apart from very high energies
and anOð0.1Þ bump centered at 5–20 GeV [62,109]. We do
not show the cosmic-ray electrons or positrons here,
since we know that electrons and positrons in these
energies experience fast energy losses, and as a result their
spectral properties depend on the local galactic magnetic
field amplitude and amplitude of the ISM radiation field.
However, we do include these uncertainties when we
produce our gamma-ray templates. In addition, the
observed properties of cosmic-ray electrons may also
depend on the distribution of local pulsars, which we will
revisit later when we discuss the gamma-rays from the
inner galaxy. In any case, fitting the observed cosmic-ray
electron observations will not provide strong constraints on
the conditions of sub-TeV cosmic-ray propagation that we
are interested in. Several works have shown that models
with relatively similar assumptions to those of Table I are in
agreement with the observed cosmic-ray electrons and
positrons (e.g., [110–113]).
Cosmic rays lose energy as they enter the volume of the

Heliosphere and propagate inwards to the Earth’s position
in the solar system. How much energy they lose (predomi-
nantly via adiabatic energy losses) depends on their charge,
their initial rigidity, and the amplitude, polarity, and
morphology of the heliospheric magnetic field (HMF) they
propagate through. During the time of observations by
AMS-02, the polarity was negative A < 0 up to the end of
2012; by the summer of 2014, it had stabilized to A > 0.
For a negative polarity, negatively charged particles reach
the Earth from the outer parts of the Heliosphere through
the poles of the HMF. It takes them a typical travel time of a
few months. At the same time, positively charged particles
will travel predominantly through the Heliospheric Current
Sheet: the area of the HMF that separates the north from the
south magnetic hemispheres. Such particles travel much
more slowly; they experience stronger energy losses, so
their arrival depends strongly on their initial rigidity at
entrance [108,114–117]. The HMF changes polarity A

every approximately 11 years. When the polarity of the
HMF flips, the type of paths that oppositely charged
particles follow through the volume of the Heliosphere
also flips. The end result of these processes is that the
observed cosmic-ray spectra are modulated compared to
the local ISM ones before entrance into the Heliosphere.
This is known as solar modulation [118]. The quantitative
amount by which the cosmic-ray spectra are modulated is
described by the modulation potential. In this work we
follow the analytical model of [116] to evaluate the charge-,
time-, and rigidity-dependent modulation potential whose
properties have most recently been evaluated in [108].
Since the properties of the amplitude of solar modulation
potential is not perfectly constrained, for each cosmic-ray
spectrum (or ratio of spectra) presented in Figs. 1 and 2 we
show a blue band that encompasses the 3σ relevant ranges.

III. DIFFUSE GAMMA-RAY EMISSION

In this work we develop and test templates to model the
gamma-ray emission due to galactic cosmic rays interacting
with the ISM gas, the interstellar radiation field (ISRF), and

FIG. 1. The hydrogen cosmic-ray spectrum at the local ISM
(solid black line) for model C of Table I and its modulated
measurement by the AMS-02 at two different times: at Bartels’
rotation (BR) 2426 (blue data points) and BR 2445 (red data
points). The blue and red bands show the predicted ranges of the
modulated spectra for the equivalent times of observation [108].
Where those bands overlap their color appears magenta. The thin
blue and red lines give the expected hydrogen spectra assuming
just the best fit modulation parameters of [108].

TABLE I. The cosmic-ray propagation assumptions (CR model), determined by the diffusion index δ, the diffusion scale height zL, the
normalization of the diffusion co-efficient D0, the Alfvén velocity vA, the galactic convection gradient dvc=dv, the injection indices α1,
α2, α3, and the rigidity breaks Rbr1 and Rbr2 for cosmic-ray hydrogen and helium isotopes. In the last five columns, the first values refer
to hydrogen injection properties and the second values to helium.

CR model δ
zL

(kpc)
D0 × 1028

(cm2=s)
vA

(km/s)
dvc=djzj
(km/s/kpc) α1 H/He

Rbr1 H/He
(GV) α2 H/He

Rbr2 H/He
(GV) α3 H/He

A 0.33 5.7 6.70 30.0 0 1.74=1.70 6.0=7.4 2.04=2.16 14.0=21.5 2.41=2.39
B 0.37 5.5 5.50 30.0 2 1.72=1.74 6.0=8.0 2.00=2.14 12.4=21.0 2.38=2.375
C 0.40 5.6 4.85 24.0 1 1.69=1.65 6.0=6.7 2.00=2.13 12.4=20 2.38=2.355
D 0.45 5.7 3.90 24.0 5.5 1.69=1.68 6.0=7.0 1.99=2.12 12.4=18.7 2.355=2.34
E 0.50 6.0 3.10 23.0 9 1.71=1.68 6.0=7.2 2.02=2.14 11.2=17.5 2.38=2.33
F 0.43 3.0 1.85 20.0 2 1.68=1.74 6.0=10.5 2.08=2.09 13.0=21.0 2.41=2.33
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The ISM propagation conditions that fit the local spectra

This is a starting point. For the inner galaxy we allow for greater ranges to 
account for uncertainties on the ISM conditions of the inner galaxy. As:

distribution assumed for the cosmic-ray nuclei (SN) and
cosmic-ray electrons (Se). “Pul” refers to the profile of
[144], while “SNR” to that of [145]. We note that these are
chosen as tracers of older or more recent SNRs. In addition
to the spatial distribution assumptions for the primary
cosmic-ray sources, we vary the first two injection indices
of the cosmic-ray nuclei and electrons as described by
Eq. (2). Those are depicted in the columns “αp1=α

p
2 ” for the

protons and “αe1=α
e
2” for the electrons. Furthermore, since

we incorporate fit data only up to around 50 GeV, as given
in Table III, the choices for αp3 and αe3 that describe the
cosmic-ray spectra at energies above 200 GeV have only a
minor impact in our analysis.
Combining these sources of uncertainty, and following a

fitting procedure for the inner 60° × 60° described in detail
in Sec. IV, we can obtain good fits to the gamma-ray sky
that encompass realistic uncertainties while maintaining
our good description of the cosmic-ray data. In Fig. 4 we
show the diffuse Pi0, bremsstrahlung and ICS emission
spectra for three models. For comparison, we include the

combined emission from the detected point sources of
Fermi 4FGL 10-year Source Catalog (4FGL-DR2) [146]
with jbj > 2°, even though we mask these point sources
throughout the fits described later in this work. Even
though we allow for a free template normalization between
energy bins when fitting the data according to the pre-
scription given in Sec. IV C, different choices for the
injection indices will nevertheless affect the allowed diffuse
spectra. This is the case because the Pi0 and bremsstrahlung
components share a normalization for reasons discussed in
Sec. III A above.
The Pi0 and bremsstrahlung emission components have

a morphology that is related to the integrated ISM gas
density at any line of sight. If the cosmic-ray nuclei and
electrons were homogeneously distributed, we would only
need to test a small number of templates that describe the
different choices for the gas distribution or what is referred
to as the column density. Moreover the two templates
would have identical morphologies, which as we show in
Fig. 3 is not the case. Given the quality of gamma-ray
observations such differences need to be accounted for.
The main cause for these differences is that electrons
and protons have distinct gradients as we move from the
disk. In Tables II and VIII, we focus on varying both the

TABLE III. The energy bins and the energy-dependence of the
“small” (θs) and “large” (θl) radii used to mask known point
sources. The last column shows the fraction of pixels masked in
our standard mask (4FGLDR2+disk) with respect to the total
number of pixels in the inner 40° × 40° Galactic center region
(1.6 × 105 pixels).

Emin −Emax½GeV" θs½°" θl½°" Masked fraction

0.275–0.357 1.125 3.75 71.8%
0.357–0.464 0.975 3.25 62.9%
0.464–0.603 0.788 2.63 52.2%
0.603–0.784 0.600 2.00 38.5%
0.784–1.02 0.450 1.50 29.2%
1.02–1.32 0.375 1.25 23.4%
1.32–1.72 0.300 1.00 19.0%
1.72–2.24 0.225 0.750 16.3%
2.24–2.91 0.188 0.625 13.0%
2.91–3.78 0.162 0.540 12.9%
3.78–4.91 0.125 0.417 11.6%
4.91–10.8 0.100 0.333 11.5%
10.8–23.7 0.060 0.200 10.3%
23.7–51.9 0.053 0.175 10.3%

FIG. 4. The predicted averaged diffuse spectra over the
60° × 60° window excluding the galactic disk for three different
models; I (red), VI (blue) and XV (green). The solid lines depict
the predicted Pi0 emission, the dotted lines the Bremss emission
and the dashed the ICS emission fluxes. The spectra provided
include fit normalizations to the data. We also provide for
reference the stacked spectrum from 4FGL-DR2 point sources
in the same window with jbj > 2° (orange dashed dotted).

TABLE II. Galactic diffuse model parameters zL is in kpc,D0 is in ×1028 cm2=s, vA is in km/s, dvc=djzj is in km/s/kpc.Np andNe are
the cosmic-ray proton and electron differential flux dN=dEnormalizations at the galactocentric distance of 8.5 kpc. They are defined at
100 and 34.5 GeV for the protons and electrons respectively and are in units of ×10−9 cm−2 s−1 sr−1 MeV−1. See text for full details.

Name zL D0 δ vA dvc=djzj SN=Se αp1=α
p
2 αe1=α

e
2 Np=Ne B-field ISRF H2 HI HII

I 4.0 5.00 0.33 32.7 55 Pul=Pul 1.35=2.33 1.5=2.25 4.13=3.33 200030050 1.36,1.36,1.0 9 5 1
II 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 2* 1 1
III 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 9 4 1
VI 6.0 2.00 0.33 0 200 Pul=SNR 1.60=2.10 1.6=2.30 2.32=5.70 200030050 1.4,1.4,1.0 9 5 1
X 10.0 8.00 0.33 32.2 50 Pul=SNR 1.40=1.80 1.4=2.35 1.90=3.20 200040050 1.4,1.4,1.0 0 5 2
XV 6.0 7.10 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 0 5 2
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The conventional assumption is for TS ≃ 150 K and the
most extreme ones go up to TS ¼ 105 K. Also, dust maps
can be used as alternative tracers of HI. Within GALPROP we
tested in our models the two alternative magnitude cuts
(2 or 5) on the E(B-V) reddening maps of Ref. [196].
Choice “1” takes TS ¼ 125 K without using the dust maps.
Choice “2” takes TS ¼ 105 K and an E(B-V) magnitude
cut of 2. Choice “3” takes TS ¼ 105 K and an E(B-V)
magnitude cut of 5. Choice “4” takes TS ¼ 150 K and an
E(B-V) magnitude cut of 2 and choice “5” takes TS ¼
150 K and an E(B-V) magnitude cut of 5.
Finally, the less significant component in terms of total

mass is the ionized hydrogen HII gas. However, in the

inner galaxy and along the line of sight toward this region
there may be an appreciable HII contribution. We use
three alternatives for the HII gas. Option “1” follows the
gas density model of Ref. [197]. Option “2” follows the
model of Ref. [198]. Option “3” takes the most recent HII
model of Ref. [199]. As we show, we test a variety of
combinations for the H2, HI and HII gases. We have tried
an even wider range of combinations than those presented
here but find that many of them are strongly excluded by
the data.
We clarify that the inclusion of all these maps within

GALPROP is a standard feature of the “WebRun” [95,192],
and not our original contribution.
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TABLE IX. Continuing Table VIII. Galactic diffuse model parameters zL is in kpc,D0 is in ×1028 cm2=s, vA is in km/s, dvc=djzj is in
km/s/kpc. Np and Ne are the cosmic-ray proton and electron differential flux dN=dE normalizations at the galactocentric distance of
8.5 kpc. They are defined at 100 GeV and 34.5 GeV for the protons and electrons respectively and are in units of
×10−9 cm−2 s−1 sr−1 MeV−1. For full details see Sec. III B.

Name zL D0 δ vA dvc=djzj SN=Se αp1=α
p
2 αe1=α

e
2 Np=Ne B-field ISRF H2 HI HII

LVII 6.0 2.0 0.33 50.0 0 Pul=SNR 1.89=1.90 1.4=2.15 2.2=0.80 050100020 1.0,1.0,1.0 0 5 2
LVIII 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 9 5 2
LIX 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 10 5 2
LX 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 2 5 2
LXI 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 2 4 1
LXII 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 10 1 1
LXIII 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 9 1 1
LXIV 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 2 1 1
LXV 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 9 4 3
LXVI 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 0 3 3
LXVII 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 10 2 3
LXVIII 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 9 2 3
LXIX 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 10 1 3
LXX 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 9 1 3
LXXI 6.0 7.1 0.33 50.0 0 Pul=SNR 1.89=2.30 1.40=2.10 2.40=2.20 050100020 1.0,1.0,1.0 2 1 3
LXXII 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 10 4 1
LXXIII 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 0 4 1
LXXIV 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 10 3 1
LXXV 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 9 3 1
LXXVI 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 2 3 1
LXXVII 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 2 2 1
LXXVIII 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 10 4 3
LXXIX 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 2 4 3
LXXX 5.6 4.85 0.40 40.0 0 Pul=Pul 1.50=1.90 1.5=2.25 2.40=1.55 200050040 1.4,1.4,1.0 0 4 3
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Every model predicts its own unique combination of diffuse 
emission maps:

Pi0 Emission at 1.02-2.24 GeV
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Bremss Emission at 1.02-2.24 GeV
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ICS Emission at 1.02-2.24 GeV
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And energy evolution:

We compare the predicted ICS emission from model I to
models X and XV, at 1–2 GeV, within the 60° × 60°
window. Again, the calculated ratios include the normal-
izations after the template fits described in Sec. IV. Table II
provides a handful of models that are representative for
wide assumptions for the ISM.
As already mentioned, the assumptions on the propaga-

tion of cosmic-ray electrons are of great importance in
producing our templates. Electrons, unlike nuclei, suffer
from fast energy losses via synchrotron radiation, ICS and
bremsstrahlung emission. This results in extra modeling
degrees of freedom that we need to account for. Aside from
the ISM gas, which affects the bremsstrahlung emission
and energy losses, and the ISRF assumptions, which affect
the ICS emission and energy losses, the galactic magnetic
field is also responsible for the synchrotron energy losses of
the cosmic-ray electrons. These energy losses, while they
do not result in emission at gamma-ray energies, can
regulate how much remaining energy electrons have to
emit in gamma rays. Larger values of the galactic magnetic
field (i) suppress the modeled ICS and bremsstrahlung
emission normalizations, (ii) result in softer cosmic-ray
electron spectra and subsequent ICS and bremsstrahlung
emission spectra and (iii) make the ICS and Bremss
template components have a larger gradient as one moves
from the galactic disk. The subsequent fitting may to some
extent absorb the first two of these effects by allowing for
larger values of relevant normalizations, but can not deform
the template morphologies. We model the galactic magnetic
field following the GALPROP parametrization,

B ðr; zÞ ¼ B 0e−r=rce−jzj=zc : ð5Þ

In Table. II, in the B-field column, the first three characters
represent the value of B 0 × 10 in μG. The next three
characters the value of rc × 10 in kpc and the last three
characters the value of zc × 10 in kpc. As an example,
Model I assumes B 0¼20 μG, rc¼3.0 kpc and zc¼5.0 kpc.
We allow for the B 0 normalization values from 2.5 to
20 μG: a factor of eight in this normalization translates to
an amplitude of synchrotron energy losses of a factor of 64.
Moreover, we allow for rc to be within the range of
3–10 kpc and zc of 2–5 kpc. Together with the different
choices for the ISRF and the ISM gas, this allows us to test
a great width of amplitudes and spatial profiles for cosmic-
ray electrons energy losses. This affects the morphology of
the ICS templates at any given energy, as is shown in Fig. 5
(right panels), but also how the ICS templates morphology
evolves with energy, as shown in Fig. 6. In that figure we
plot the ratio of the ICS emission at 10 GeV to that at
1 GeV. Again, the normalization of these results reflect the
fitting procedure described in Sec. IV. As we increase the
gamma-ray energy, the morphology of the ICS templates
deforms from within a few % within the bubbles regions
(left panel of Fig. 6 for model I), to more than 40% and
along the galactic disk (right panel of Fig. 6 for model XV).
Even after the fitting procedure, the template models can

differ at the ∼Oð10%Þ level. We depict representative
variation between models in Fig. 7.
We provide our galactic diffuse emission maps and

the GALPROP input files used to generate them through
Ref. [149].

C. Emission from the GCE

The morphology of the GCE is central to the question
of its origin. As our initial assumption, we take the GCE

FIG. 6. Different physical assumptions on the ISM and CR injection conditions predict that the diffuse emission template component
morphologies can deform with energy in a remarkably dissimilar manner. We show for the ICS component the ratio of maps for the
predicted flux at 10 GeV to the flux at 1 GeV for the 60° × 60° window. Left: Model I, Right: Model XV. We have included the fitting to
the data normalizations. The PSF is not presented here in order to emphasize the underlying modeling differences.
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Pi0 Emission at 1.02-2.24 GeV
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Adding properly and
accounting for 
instrumental effects 
as the point spread 
function and the non-uniform exposure (also masking-out bright point sources)
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Observed Emission at 1.02-2.24 GeV
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Looking for excesses in the galactic center
Using Templates: 10

FIG. 9: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

of the Galactic Plane, while values greater than one are
preferentially extended perpendicular to the plane. In
each case, the profile slope averaged over all orientations
is taken to be � = 1.3 (left) and 1.2 (right). From this
figure, it is clear that the gamma-ray excess prefers to
be fit by an approximately spherically symmetric distri-
bution, and disfavors any axis ratio which departs from
unity by more than approximately 20%.

In Fig. 11, we generalize this approach within our
Galactic Center analysis to test morphologies that are

not only elongated along or perpendicular to the Galac-
tic Plane, but along any arbitrary orientation. Again,
we find that that the quality of the fit worsens if the the
template is significantly elongated either along or per-
pendicular to the direction of the Galactic Plane. A mild
statistical preference is found, however, for a morphology
with an axis ratio of ⇠1.3-1.4 elongated along an axis ro-
tated ⇠35� counterclockwise from the Galactic Plane in
galactic coordinates (a similar preference was also found
in our Inner Galaxy analysis). While this may be a statis-

Daylan, Finkbeiner, Hooper, Linden, Portilo, 
Rodd, Slatyer, PoDU 2015 

• A clear excess emission in 
the galactic center emerges

• Excess emission cuts-off at 
~10 GeV (is in some dis-
agreement with later 
findings)   

Claim:

6

FIG. 5: Left frame: The value of the formal statistical �2� lnL (referred to as ��2) extracted from the likelihood fit, as
a function of the inner slope of the dark matter halo profile, �. Results are shown using gamma-ray data from the full sky
(solid line) and only the southern sky (dashed line). Unlike in the analysis of Ref. [8], we do not find any large north-south
asymmetry in the preferred value of �. Right frame: The spectrum of the dark matter component, for a template corresponding
to a generalized NFW halo profile with an inner slope of � = 1.26 (normalized to the flux at an angle of 5� from the Galactic
Center). Shown for comparison (solid line) is the spectrum predicted from a 35.25 GeV dark matter particle annihilating to bb̄
with a cross section of �v = 1.7⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢local]

2.

ground templates, we include an additional dark matter
template, motivated by the hypothesis that the previ-
ously reported gamma-ray excess originates from annihi-
lating dark matter. In particular, our dark matter tem-
plate is taken to be proportional to the line-of-sight inte-
gral of the dark matter density squared, J( ), for a gen-
eralized NFW density profile (see Eqs. 2–3). The spatial
morphology of the Galactic di↵use model (as evaluated
at 2 GeV), Fermi Bubbles, and dark matter templates
are each shown in Fig. 4.

As found in previous studies [8, 9], the inclusion of the
dark matter template dramatically improves the quality
of the fit to the Fermi data. For the best-fit spectrum and
halo profile, we find that the inclusion of the dark matter
template improves the formal fit by ��2 ' 1672, cor-
responding to a statistical preference greater than 40�.
When considering this enormous statistical significance,
one should keep in mind that in addition to statistical er-
rors there is a degree of unavoidable and unaccounted-for
systematic error, in that neither model (with or without
a dark matter component) is a “good fit” in the sense
of describing the sky to the level of Poisson noise. That
being said, the data do very strongly prefer the presence
of a gamma-ray component with a morphology similar
to that predicted from annihilating dark matter (see Ap-
pendices B and D for further details).2

2
Previous studies [8, 9] have taken the approach of fitting for the

spectrum of the Fermi Bubbles as a function of latitude, and then

subtracting an estimated underlying spectrum for the Bubbles

(based on high-latitude data) in order to extract the few-GeV

As in Ref. [8], we vary the value of the inner slope of
the generalized NFW profile, �, and compare the change
in the log-likelihood, � lnL, between the resulting fits in
order to determine the preferred range for the value of
�.3 The results of this exercise (as performed over 0.5-
10 GeV) are shown in the left frame of Fig. 5. While
previous fits (which did not employ any additional cuts
on CTBCORE) preferred an inner slope of � ' 1.2 [8],
we find that a slightly steeper value of � ' 1.26 provides
the best fit to the data. Also, in contrast to Ref. [8],
we find no significant di↵erence in the slope preferred
by the fit over the entire sky, and by a fit only over the
southern sky (b < 0). This can be seen directly from
the left frame of Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons).

In the right frame of Fig. 5, we show the spectrum of
the emission correlated with the dark matter template,
for the best-fit value of � = 1.26. While no significant
emission is absorbed by this template at energies above
⇠10 GeV, a bright and robust component is present at
lower energies, peaking near ⇠1-3 GeV. Relative to the

excess. However, this approach discards information on the true

morphology of the signal, as well as requiring an assumption for

the Bubbles spectrum. It was shown in Ref. [8] (and also in this

work, see Appendices B and D) that the excess is not confined

to the Bubbles and the fit strongly prefers to correlate it with a

dark matter template if one is available.
3
Throughout, we denote the quantity �2 lnL by �2

.

Will call this excess emission the 
Galactic Center Excess (GCE)

Also: Hooper & Goodenough PRL 2011, Abazajian JCAP 2011, Hooper & Linden PRD 2011, 
Gordon & Macias PRD 2014, Zhou et al. PRD 2015, Ajello et al. ApJ 2016  



Going to High Latitudes (Inner Galaxy)
Advantages of looking further away from the center:

i)For a DM signal, you now have a prediction on the spectrum and  
its normalization based on the DM distribution.

 
   
 
 
  

ii) Different region on the galactic sky suffers from different uncertain-
ties in the background gamma-ray flux.
iii) A region that does not have too many very young and energetic 
sources that might affect the CR propagation on a local scale. That 
relates to avoiding the stronger inhomogeneities in diffusion, that exist 
along the disk. Similar argument for the interstellar radiation field.
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Figure 5. Illustration of the predicted emission for the GDE components ⇡0+Bremss (dashed lines)
and ICS (dotted lines) from five di↵erent models averaged over our baseline ROI.
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Figure 6. Left panel: Decomposition of the P6V11 background model into its contributions from
ICS and ⇡0+Bremss. The plot was generated by fitting simultaneously the ICS and ⇡0+Bremss
components of the model P to P6V11 (see text for details). It does not vary much when other di↵use
models are used instead. The extremely hard ICS emission at energies > 10 GeV is an intrinsic
property of the P6V11, which a↵ects any analysis that employs it as GDE template. Right panel:
For comparison we show the actual spectra predicted by model P for ICS, ⇡0 and bremsstrahlung
emission. Fluxes are displayed in the 40� ⇥ 40� ROI, |b| > 2�.

and rescale them simultaneously in our template fit.
Given that the bremsstrahlung emission has generically a softer spectrum than the ⇡0,

– 18 –

60 degrees
in latitude

Modeling the background gamma-ray sky: Interplay with 
Cosmic-Rays & the ISM

The exact astrophysics model 
assumptions can affect both 
the gamma-ray background 
spectrum and its morphology 
on the galactic sky.

Calore, IC, Weniger, JCAP 2015
Flux Ratio of Pi0 Maps at 1.02-2.24 GeV

-30-20-100102030
l (o)

-30

-20

-10

0

10

20

30

b 
(o )

0.05

0.10

0.15

0.20

Lo
g 1

0(
M

od
el

 X
V 

/ M
od

el
 I)

Flux Ratio of ICS Maps at 1.02-2.24 GeV

-30-20-100102030
l (o)

-30

-20

-10

0

10

20

30

b 
(o )

-0.04

-0.02

0.00

0.02

0.04

Lo
g 1

0(
M

od
el

 X
 / 

M
od

el
 I)

IC, Zhong, McDermott, 
Surdutovich, PRD 2022



Accounting for the galactic diffuse emission uncertainties

We use models, accounting for uncertainties related to the diffusion of CRs, 
the presence of convective winds, diffusive re-acceleration, energy losses, 
CR injection sources, gas and other interstellar medium properties.  From the 
existing literature and in 2015 we created our own (60) models—> 6660 
different Templates!
It turns out that it actually does not affect dramatically the excess spectrum:
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5� 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with � = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
the fit. The definition of the segments aims at studying the symmetries of the GCE around

– 30 –

Calore, IC, Weniger, JCAP 2015



Accounting for the galactic diffuse emission uncertainties

We use models, accounting for uncertainties related to the diffusion of CRs, 
the presence of convective winds, diffusive re-acceleration, energy losses, 
CR injection sources, gas and other interstellar medium properties.  To 
account for new observations in 2020-2021 we created and tested 45K high 
resolution templates.
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all 60 GDE models (blue dashed line, cf. figure 7).

�20�15�10�505101520
` [deg]

�20

�15

�10

�5

0

5

10

15

20

b
[d
eg
] I

II

III

IV

V

VI

VII VIII

XI
X

Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5� 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with � = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
the fit. The definition of the segments aims at studying the symmetries of the GCE around
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emphasizing two possibilities: a population of millisecond
pulsars (MSPs) and the annihilation of dark matter (DM)
particles, as well as the combination of these two under-
lying explanations. There are also other possibilities: for
instance, cosmic-ray burst activity from the region around
the supermassive black hole. However, the MSPs inter-
pretation comes with a relatively well measured spectrum
from gamma-ray observations toward known galactic
MSPs from other regions on the sky. Also, the DM prompt
emission spectrum can be modeled once the DM mass and
annihilation channels are fixed. Thus these two interpre-
tations provide spectra that we can easily test. With cosmic-
ray bursts from the inner galaxy there is no independent
observation or theory that can give us a probable gamma-
ray spectrum that could then be tested in the fit. One would
have to perform multiple simulations of bursts that each
would give its own suggested spectrum and morphology in
the inner galaxy which would then be fit to the residual
GCE spectra obtained in Figs. 12 and 14 in this work. As a
general pattern we expect cosmic-ray bursts to give a
gamma-ray emission spectrum described by either a simple
power-law, or one power-law at low gamma-ray energies
that transitions to a softer spectrum at higher gamma-ray
energies [32–34]. These can be modeled phenomenologi-
cally using a broken power-law or a single power law with
an exponential cutoff.
For each model which has a predicted spectrum deter-

mined by some free parameters θk, we will define a χ2 test
statistic,

χ2¼
X

ij

!
GCEi−

X

k

fikðθkÞ
"
C−1
ij

!
GCEj−

X

l

fjlðθlÞ
"
:

ð18Þ

The values GCEi are the ones depicted in Figs. 12 and 14,
which have been given in Table IV for reference. The
covariance matrix is Cij ¼ σ2i δij þ Σij;mod, where Σij;mod
is defined in Eq. (17). We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Sec. VI. Those are calculated by using the 40° × 40°
regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We test
the DM, MSP and phenomenological burst-like spectra on

the data from the 40° × 40° region and also from the north
or south only regions. We will define Σij; mod in the north
(south) to be 0.552ð0.45Þ2 as large as Σij; mod in the full sky,
since the north (south) accounts for roughly 55%(45%) of
the total log-likelihood of the 40° × 40° window. Because
we use 14 energy bins to characterize the GCE, the indices i
and j run from 1 to 14. The indices k and l run from 1 to
the number of free parameters for each model, Nfp, which
ranges from 1 to 4 for the spectra we consider. For the MSP
explanation, since we fix its spectrum we take only one free
parameter, its normalization. For DM we have two param-
eters, the mass and the annihilation channel, which we
assume is to only a single species of Standard Model
particle. The power-law plus exponential spectrum has a
normalization, power-law index, and cutoff energy, while
the broken power-law spectrum has a normalization, two
power-law indices, and the location of a break.
The best fit point for a given model is the one that

minimizes the χ2. We will use χ̂2 to refer to the value of
Eq. (18) at this best fit point. We will also use a p-value to
describe the goodness of the fit at this point. This is

p̂ ¼ 1 − CDFχ2j14−Nfp
ðχ̂2Þ; ð19Þ

where CDFχ2j14−Nfp
is the cumulative distribution function

of the χ2 distribution with 14 − Nfp degrees of freedom.
A p-value p̂≳ 0.1 is suggestive of a good fit.
We present results separately for the full 40° × 40° region

of interest, the southern sky only, and the northern sky only.
The p-value of every model that we consider is very small
when we consider the 40° × 40° region as the region of
interest; it is even worse when restricting to the northern
hemisphere. However, in some of the scenarios we con-
sider, the value of p̂ is larger than 0.1 when considering
the southern hemisphere only. The northern hemisphere
within the 40° × 40° window is relatively brighter than the
southern one. This is mostly due to diffuse emission from
dense ISM gases. Compared to the south, even a small
fractional error in the model prediction of the diffuse
emission in the north can lead to systematic errors on
interpretations of GCE emission in that region. This has
been anticipated by, and lends credence to, claims in
[22,70]. For these reasons, we suggest that interpretation
based on the results from analysis of the southern hemi-
sphere on its own is likely valid. The results for all of

TABLE V. The first four principal components of the systematic uncertainty contribution to the covariance matrix, defined as in
Eq. (16), in units of 10−7 GeV cm−2 s−1 sr−1.

PCi Φ1 Φ2 Φ3 Φ4 Φ5 Φ6 Φ7 Φ8 Φ9 Φ10 Φ11 Φ12 Φ13 Φ14

PC1 2.52 2.37 2.47 2.43 2.19 2.35 2.08 1.83 1.65 1.69 1.38 1.09 0.67 0.34
PC2 −1.70 −1.07 −0.16 0.14 0.54 0.42 0.40 0.31 0.58 0.41 0.56 0.48 0.41 0.33
PC3 0.27 0.06 −0.53 −0.22 −0.21 −0.18 −0.08 0.25 0.04 0.45 0.23 0.24 0.20 0.24
PC4 0.20 −0.15 0.15 −0.14 0.06 −0.04 −0.04 −0.27 0.08 −0.25 0.11 0.25 0.27 0.17

RETURN OF THE TEMPLATES: REVISITING THE GALACTIC … PHYS. REV. D 105, 103023 (2022)

103023-23

IC, Zhong, McDermott, Surdutovich, PRD 2022
Maps, Astrophysical Models and Correlated Errors publicly available via Zenodo 

https://zenodo.org/record/6423495#.Yp9hmuzMIXp


Roughly consistent between 
southern and northern galactic 
hemisphere as expected from 

dark matter

The profile for the GCE. Does it look like a DM signal?
IC, Zhong, McDermott, Surdutovich, PRD 2022

Observed Emission at 1.02-2.24 GeV
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This emission peaks at 
the center in a manner 

that is much more like dark 
matter than stars

The profile for the GCE. Does it look like a DM signal?
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Figure 1: Residual map of the 15� ⇥ 15� region of interest for E � 667 MeV. The residuals are obtained as (Data � Model), where the model
includes previously-detected 3FGL point sources (cyan squares)11, 64 additional point source candidates (green crosses) and the standard diffuse Galactic emission
components related to the interstellar gas and radiation field. The white contours are the best-fit model counts from the X-bulge map obtained from analyses of
WISE19 infrared data after convolution the Fermi-LAT instrument response function. The addition of a template based on the X-bulge significantly improved the
model fit to the gamma-ray data. The cluster of point sources on the Galactic plane at l ⇡ 6

� may be associated with the W28 (white dashed circle) supernova
remnant11, 31. The zoomed-in region on the right shows the correlation with the near-infrared stellar density nuclear bulge data23, the black contours display the
best-fit model counts associated with this component after convolution with the Fermi-LAT instrument response function. The X-bulge and nuclear bulge templates
were included when the best fit parameters for the above model were found, but not when evaluating the above residuals. A Gaussian with radius 0.3� was used to
smooth the images and the upper limit of the colour scale has also been clipped for display purposes.
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Fig. 5. 2.2µm surface brightness distribution of the
Galactic and Nuclear Bulge. In order to achieve the best
signal-to-noise ratio, a weighted average of the 2.2, 3.5,
and 4.9µm maps, scaled to the 2.2µm surface brightness,
is shown. Contributions from the Galactic Disk are sub-
tracted and the emission is dereddened for extinction by
foreground dust. a) Contour maps of the observed dered-
dened (thick grey lines) and modeled (dashed lines) NIR
surface brightness distribution. Levels are at 5, 10, 20, ...,
60% of modeled peak surface brightness. b) Latitude pro-
file at l = 0◦ of the observed dereddened (grey dots) and
modeled (dashed line) NIR surface brightness distribution
of the GB.

brightness distribution of the GB in order to subtract it
from the COBE maps, rather than to derive a detailed
model of the three-dimensional morphology of the bar.
We did not explore the whole parameter space and we do
not claim that our model is unique.

In Figure 6, the integrated SED of the GB is shown.
The NIR flux densities were derived by integrating the
models at 2.2, 3.5, and 4.9µm within l = ±20◦ and b =
±10◦ and are listed in Table 4. A weighted least-square
black-body fit to these points yields an average effective
temperature of the Bulge stars of Teff(GB) = 4400±400K.
Since we found no evidence for a colour gradient in the GB,
a lower limit to the average effective stellar temperature
can be derived from the uncorrected NIR surface bright-
ness ratios at high latitudes where the extinction is low
(e.g., Baade’s Window: l, b ∼ 1◦,-3.9◦, AK ∼ 0.13mag).
The best black-body fit to these points yields ∼ 3850K
which is in good agreement with our estimate of Teff(GB).
We tried different bar models and fitting routines; the de-

Fig. 6. Spectral Energy Distribution of the Galactic
Bulge.
Black squares refer to the integrated flux density of the
model fit (left scale). Error bars refer to the uncertainties
of the extinction corrections (σ(AV) ∼ ±2mag). Curve
a) shows the best black-body fit to these points weighted
with the uncertainties (Teff ∼ 4400K). Filled circles re-
fer to the surface brightness at Baade’s Window (BW) in
the disk-subtracted, not extinction-corrected COBE maps
(right scale). Curve b) shows the best black-body fit to
these points (Teff ∼ 3850K.)

rived total flux densities were nearly independent of the
particular model.

Our result agrees well with the volume emissivity ra-
tios derived by Freudenreich (1998) for his models S and
E. The total luminosity of the GB derived from our SED
fit to the NIR flux densities is LGB = 1.0± 0.3× 1010 L⊙.
Since there is no evidence for ongoing star formation and
the presence of hot massive stars in the GB, which would
contribute considerable luminosity at shorter wavelengths,
this value represents the bolometric luminosity of the GB.
Our estimate is intermediate to the GB luminosities of
5.3 ± 1.6 × 109 L⊙ derived by Dwek et al. (1995) from
COBE NIR observations and the 2.2µm luminosity func-
tion of Bulge stars and of∼ 2×1010 L⊙ derived by Maihara
et al. (1978) from their 2.4µm observations of the GC re-
gion. Dwek et al. (1995) derive a total stellar mass of the
GB ofMGB ∼ 1.3±0.5×1010M⊙ and a mass-to-luminosity
ratio of ∼ 2M⊙/L⊙. The central mass and luminosity vol-
ume densities of the GB are ρM ∼ 8 ± 2M⊙ pc−3 and
ρL ∼ 4 ± 1L⊙ pc−3, respectively. The numbers depend
only weekly on the value of the total luminosity, which is
more sensitive to the exact integration area and how the
outer GB is modeled.

4.3. Nuclear Bulge and Central Molecular Zone

4.3.1. NIR through Radio images of the Nuclear Bulge

Images and surface brightness profiles of the NB ranging
from λ 2.2µm to 240µm derived from the COBE DIRBE

Boxy Bulge @ 2-5 μm
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Fig. 7. Surface brightness maps of the Nuclear Bulge
at 9 wavelengths between 2.2µm and 240µm as seen by
COBE. ZL, emission from GD and GB, and a point-like
NIR source at l, b ∼ −1.4◦,0◦ (dotted curve in the longi-
tude profiles; see text) have been subtracted. The data are
corrected for foreground extinction by dust in the GD, but
not for extinction by dust inside the NB. Lowest contour
levels are at 10% of the maximum in the NIR maps and
5% in all other maps. Small boxes in the lower left of the
maps show the DIRBE beam (HPBW 0.7◦) at the corre-
sponding wavelength bands. The middle and right panels
show the corresponding longitude and latitude profiles at
b=0◦ and l=0◦, respectively.

and IRAS ISSA maps and processed as described in Sect.
3 are shown in Figs. 7 and 8. Note that these images are
not corrected for extinction by dust inside the NB and
that the FIR maps contain emission from dust in the NB
and in the outer CMZ (see Sect. 5.5). For comparison, we
also show radio continuum maps of the NB which were
obtained from different data bases (Fig. 9; see Table 2 for

Fig. 8. Thermal dust emission from the Nuclear Bulge
as seen by IRAS (ISSA maps, angular resolution ∼2′).
ZL and GD are subtracted and the data are corrected for
foreground extinction by dust in the GD. Middle and right
panels show the corresponding longitude and latitude pro-
files as in Fig. 7.

Fig. 9. Radio continuum emission from the Nuclear
Bulge. These data were obtained from different data bases
(see Table 2 for references). FWHM beam sizes are shown
as black circles in the lower left corners of the maps.
Middle and right panels show the corresponding longitude
and latitude profiles as in Fig. 7.

references). At NIR wavelengths, the NB emits stellar con-
tinuum radiation, mainly from red giants and supergiants.
The NB also emits strongMIR/FIR/submm dust emission
together with free-free and synchrotron radio emission. In
addition, the molecular gas exhibits strong line emission
(see Fig. 16a). Pertinent fit and other parameters are given
in Table 5.

The COBE NIR images show a relatively compact
source elongated ∼2–3◦ in longitude and unresolved in

Nuclear Bulge @ Radio
Launhardt et al. A&A 2002 X-shaped Bulge 

@ “low” gamma-rays

Macias et al. 
Nature Astron. 2018 

This emission’ morphology 
does NOT follow that of 

known stellar populations

IC, Zhong, McDermott, Surdutovich, PRD 2022

Bartels et al. 2018 Macias et al. 2018



Even when we allow for an additional stellar bulge component (probing MSPs) 
component, we still get preference for a dominant cuspy NFW-like profile

Zoom-in for some 
of the best models

Results do not change substantively between 4FGL, 4FGL-DR2 (and also 4FGL-DR3) 
point source catalogues IC, Zhong, McDermott, Surdutovich, PRD 2022
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different conclusions. The ring-based approach
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The background assumptions on the galactic diffuse 
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preference for a more spherical 
GCE morphology 

Comparing astrophysically motived 
templates (IC et al. 2022) vs ring-
based templates (Pohl et al. 2022).
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Table 1. Comparison of models of the GCE. The first six results, generated
in this work, rely on the ring-based method of Pohl et al. (2022) to describe
astrophysical emission. The final three results utilize best fit template model
XLIX from Cholis et al. (2022).

Excess Model Bgd. Templates �2�ln L �ln B

No Excess ring-based 0 0
X-Shaped Bulge ring-based +30 �190

Dark Matter ring-based �237 +12
Boxy & X-Shaped Bulges ring-based �634 +178

Boxy Bulge ring-based �724 +228
Boxy Bulge “plus” ring-based �765 +311

Boxy Bulge “plus” & DM ring-based �817 +316

No Excess astrophysical �4539 +2933
Boxy Bulge astrophysical �6398 +3814

Boxy Bulge “plus” astrophysical �6477 +3853
Dark Matter astrophysical �7288 +4268

Boxy Bulge “plus” & DM astrophysical �7401 +4298

et al. (2019); Bingham et al. (2019), respectively. Our dynesty
chains terminate with stopping criterion dlogz=1. Our numpyro
runs are initialized from the final point of the dynesty chains and
are allowed to take 104 steps before stopping. We use very wide,
log-flat priors, and observe good convergence.

Both samplers work well with the number of fit parameters
encountered. In future work, especially one studying the disk and
the large number of point sources therein, HMC may provide unique
access to the very high-dimensional posterior. The No-U-Turn Sam-
pler maintains its good scaling behavior and provides converged fits
with over a thousand parameters Shen et al. (2022).

3 RESULTS

The results of the fits to the ring-based templates of Pohl et al.
(2022) with the five models of the GCE enumerated above are given
in Tab. 1. We compare against the baseline scenario with no excess
at all and also against fits with the templates of Cholis et al. (2022)
with no excess, with the GCE following the Boxy Bulge, and with
the GCE following DM annihilation. These are all fit in the masked
40� ⇥ 40� ROI with the likelihood of Eq. 1.

In the first two columns of Tab. 1, we give the description of the
excess model and the type of background model it is fit with. Next,
we provide negative two times the log-likelihood of each model mi-
nus the log-likelihood of the model with no excess. A lower negative
log-likelihood indicates a better fit; the factor of two is included so
that the distribution of these values follows a �2 distribution. In
the final column of the table, we provide the log of the Bayesian
evidence of each model, B, also called the marginal likelihood.
This value is the integral of the likelihood for the model over the
entire prior manifold, which provides a complementary (and inher-
ently more Bayesian) way to compare models. A higher Bayesian
evidence indicates that a model is more suitable for explaining the
data. Each of these values should be understood to have an error bar
of size⇠ O(10), since the stopping criterion for our nested sampling
runs was dlogz = 1 for all 14 energy bins.

We find that the best overall fit to the data using a single
excess component is provided by the DM annihilation template
when fit alongside the background templates developed in Cholis
et al. (2022) based on astrophysical assumptions. Allowing for a
second excess tracing the “boxy bulge plus” leads to a further, though
quantitatively much smaller, improvement in the fit. As shown in
Cholis et al. (2022), the second excess component is subdominant
and important only below 0.7 GeV. A boxy bulge “plus” morphology
on its own is strongly disfavored compared to a DM morphology

when using background templates developed in Cholis et al. (2022),
with an increase in the �2 of order 800. Furthermore, the critical
result of this work is that using the ring-based templates to model
the gamma-ray sky dramatically worsens the fit, regardless of how
we model the excess emission: with ring-based templates and a
GCE that follows the boxy bulge, the value of the �2 increases by
roughly 6500, and the log evidence is reduced by roughly 4000.
Including the tracer of the nuclear stellar component or the X-
shaped bulge alongside the boxy bulge does not appreciably change
the fit. Fitting the ring-based templates along with the DM template
degrades the fit even further, compatible with findings in Macias
et al. (2018); Bartels et al. (2018); Macias et al. (2019). When
we use the ring-based templates of Pohl et al. (2022) we are in
agreement with their finding that there is preference for a boxy
bulge “plus” morphology over purely a DM one. Similar to the case
with astrophysically motivated templates, simultaneously including
the DM and the boxy bulge “plus” templates marginally improves
the fit. Nevertheless, this work in conjunction with Cholis et al.
(2022) makes clear that the relative di�erence that can be attributed
to the excess templates alongside the ring-based emission is dwarfed
by the overall fit quality di�erence due to fitting alongside templates
based on astrophysical assumptions. Since Cholis et al. (2022) found
that a GCE with the morphology of DM annihilation provided an
improvement in the fit at the level of a ��2 of 900 (2750) compared
to the boxy bulge (no excess), as reproduced in Tab. 1, we conclude
that the DM annihilation morphology presently provides the best
explanation of the GCE as suggested by Daylan et al. (2016); Calore
et al. (2015); Ajello et al. (2016); Di Mauro (2021); Cholis et al.
(2022) 5. We note that in Cholis et al. (2022), the preference for
a DM morphology over a bulge morphology or no excess at all,
was demonstrated for a large number of astrophysical models and
not just the best fit one for which we provide specific numbers of
��2 here (see Ref. Cholis et al. (2022), for further details). Also for
a more extensive discussion on the performance of di�erent bulge
morphologies with the various astrophysical templates models see
Ref. Cholis et al. (2022).

Investigating the nature of these di�erences is of paramount
importance. We raise the possibility that the relative fit quality of
the excess morphologies is determined predominantly by the astro-
physical modeling and only secondarily by inherent morphological
characteristics of the excess. This underscores the primacy of the
need for high-quality fits to the non-excess emission, and the di�-
culty in interpreting results without this context.

These di�erences in measures of goodness of fit are substan-
tial and imply that the current ring-based templates don’t have the
full range of freedom to reproduce all astrophysically self-consistent
di�use emission templates. It is an interesting open challenge to pro-
duce models with su�cient parametric freedom to form a superset of
the astrophysically-based models generated in Cholis et al. (2022),
or to exceed the fit quality of those models. With this much param-
eter freedom, gradient-aware high-dimensional sampling tools as
HMC will become critically important. Steps in this direction have
already been undertaken with parameter freedom attached to every
pixel Storm et al. (2017); Bartels et al. (2018) using the L-BFGS-B
convex optimizer Zhu et al. (1997), which will be interesting to
revisit in light of our findings.

In Fig. 1, we show the best-fit spectra and the 95% credi-

5 We note that a subdominant contribution from millisecond pulsars to the
GCE at energies below 1 GeV has been shown to be still in agreement with
the Fermi data Cholis et al. (2022); Zhong et al. (2020).

MNRAS 000, 1–5 (2023)
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Table 1. Comparison of models of the GCE. The first six results, generated
in this work, rely on the ring-based method of Pohl et al. (2022) to describe
astrophysical emission. The final three results utilize best fit template model
XLIX from Cholis et al. (2022).

Excess Model Bgd. Templates �2�ln L �ln B

No Excess ring-based 0 0
X-Shaped Bulge ring-based +30 �190

Dark Matter ring-based �237 +12
Boxy & X-Shaped Bulges ring-based �634 +178

Boxy Bulge ring-based �724 +228
Boxy Bulge “plus” ring-based �765 +311

Boxy Bulge “plus” & DM ring-based �817 +316

No Excess astrophysical �4539 +2933
Boxy Bulge astrophysical �6398 +3814

Boxy Bulge “plus” astrophysical �6477 +3853
Dark Matter astrophysical �7288 +4268

Boxy Bulge “plus” & DM astrophysical �7401 +4298

et al. (2019); Bingham et al. (2019), respectively. Our dynesty
chains terminate with stopping criterion dlogz=1. Our numpyro
runs are initialized from the final point of the dynesty chains and
are allowed to take 104 steps before stopping. We use very wide,
log-flat priors, and observe good convergence.

Both samplers work well with the number of fit parameters
encountered. In future work, especially one studying the disk and
the large number of point sources therein, HMC may provide unique
access to the very high-dimensional posterior. The No-U-Turn Sam-
pler maintains its good scaling behavior and provides converged fits
with over a thousand parameters Shen et al. (2022).

3 RESULTS

The results of the fits to the ring-based templates of Pohl et al.
(2022) with the five models of the GCE enumerated above are given
in Tab. 1. We compare against the baseline scenario with no excess
at all and also against fits with the templates of Cholis et al. (2022)
with no excess, with the GCE following the Boxy Bulge, and with
the GCE following DM annihilation. These are all fit in the masked
40� ⇥ 40� ROI with the likelihood of Eq. 1.

In the first two columns of Tab. 1, we give the description of the
excess model and the type of background model it is fit with. Next,
we provide negative two times the log-likelihood of each model mi-
nus the log-likelihood of the model with no excess. A lower negative
log-likelihood indicates a better fit; the factor of two is included so
that the distribution of these values follows a �2 distribution. In
the final column of the table, we provide the log of the Bayesian
evidence of each model, B, also called the marginal likelihood.
This value is the integral of the likelihood for the model over the
entire prior manifold, which provides a complementary (and inher-
ently more Bayesian) way to compare models. A higher Bayesian
evidence indicates that a model is more suitable for explaining the
data. Each of these values should be understood to have an error bar
of size⇠ O(10), since the stopping criterion for our nested sampling
runs was dlogz = 1 for all 14 energy bins.

We find that the best overall fit to the data using a single
excess component is provided by the DM annihilation template
when fit alongside the background templates developed in Cholis
et al. (2022) based on astrophysical assumptions. Allowing for a
second excess tracing the “boxy bulge plus” leads to a further, though
quantitatively much smaller, improvement in the fit. As shown in
Cholis et al. (2022), the second excess component is subdominant
and important only below 0.7 GeV. A boxy bulge “plus” morphology
on its own is strongly disfavored compared to a DM morphology

when using background templates developed in Cholis et al. (2022),
with an increase in the �2 of order 800. Furthermore, the critical
result of this work is that using the ring-based templates to model
the gamma-ray sky dramatically worsens the fit, regardless of how
we model the excess emission: with ring-based templates and a
GCE that follows the boxy bulge, the value of the �2 increases by
roughly 6500, and the log evidence is reduced by roughly 4000.
Including the tracer of the nuclear stellar component or the X-
shaped bulge alongside the boxy bulge does not appreciably change
the fit. Fitting the ring-based templates along with the DM template
degrades the fit even further, compatible with findings in Macias
et al. (2018); Bartels et al. (2018); Macias et al. (2019). When
we use the ring-based templates of Pohl et al. (2022) we are in
agreement with their finding that there is preference for a boxy
bulge “plus” morphology over purely a DM one. Similar to the case
with astrophysically motivated templates, simultaneously including
the DM and the boxy bulge “plus” templates marginally improves
the fit. Nevertheless, this work in conjunction with Cholis et al.
(2022) makes clear that the relative di�erence that can be attributed
to the excess templates alongside the ring-based emission is dwarfed
by the overall fit quality di�erence due to fitting alongside templates
based on astrophysical assumptions. Since Cholis et al. (2022) found
that a GCE with the morphology of DM annihilation provided an
improvement in the fit at the level of a ��2 of 900 (2750) compared
to the boxy bulge (no excess), as reproduced in Tab. 1, we conclude
that the DM annihilation morphology presently provides the best
explanation of the GCE as suggested by Daylan et al. (2016); Calore
et al. (2015); Ajello et al. (2016); Di Mauro (2021); Cholis et al.
(2022) 5. We note that in Cholis et al. (2022), the preference for
a DM morphology over a bulge morphology or no excess at all,
was demonstrated for a large number of astrophysical models and
not just the best fit one for which we provide specific numbers of
��2 here (see Ref. Cholis et al. (2022), for further details). Also for
a more extensive discussion on the performance of di�erent bulge
morphologies with the various astrophysical templates models see
Ref. Cholis et al. (2022).

Investigating the nature of these di�erences is of paramount
importance. We raise the possibility that the relative fit quality of
the excess morphologies is determined predominantly by the astro-
physical modeling and only secondarily by inherent morphological
characteristics of the excess. This underscores the primacy of the
need for high-quality fits to the non-excess emission, and the di�-
culty in interpreting results without this context.

These di�erences in measures of goodness of fit are substan-
tial and imply that the current ring-based templates don’t have the
full range of freedom to reproduce all astrophysically self-consistent
di�use emission templates. It is an interesting open challenge to pro-
duce models with su�cient parametric freedom to form a superset of
the astrophysically-based models generated in Cholis et al. (2022),
or to exceed the fit quality of those models. With this much param-
eter freedom, gradient-aware high-dimensional sampling tools as
HMC will become critically important. Steps in this direction have
already been undertaken with parameter freedom attached to every
pixel Storm et al. (2017); Bartels et al. (2018) using the L-BFGS-B
convex optimizer Zhu et al. (1997), which will be interesting to
revisit in light of our findings.

In Fig. 1, we show the best-fit spectra and the 95% credi-

5 We note that a subdominant contribution from millisecond pulsars to the
GCE at energies below 1 GeV has been shown to be still in agreement with
the Fermi data Cholis et al. (2022); Zhong et al. (2020).
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2 S. D. McDermott, Y. Zhong & I. Cholis

Figure 1. Photons passing our cuts with energy 1.02 GeV < E� < 1.32 GeV, without (left) and with (right) the mask that we use for our data. For illustration
purposes, we show the boundaries of the ICS_1, ICS_2, and ICS_3 rings that vary independently in our fits. In the right panel, we show the region of interest
in which we perform our fits.
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Figure 2. Best-fit spectra and 95% credible intervals of the flux of the ring-based templates that were fit alongside the boxy bulge excess template. For the
negative residual component, we show its absolute value in the lower left panel.
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We also find unphysical spectral variations/breaks in the individual 
flux components associated to the separate rings.
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Figure 2. Best-fit spectra and 95% credible intervals of the flux of the ring-based templates that were fit alongside the boxy bulge excess template. For the
negative residual component, we show its absolute value in the lower left panel.
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We also find unphysical spectral variations/breaks in the individual 
flux components associated to the separate rings. This never 
happens with the modeled astrophysical assumption-based 
templates.
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the central values of each of the energy bins represented in
Table III. The GCE flux shown is obtained from a joint fit
as described above, and the five best diffuse emission
models, considered to be those models that minimize the
total negative log-likelihood, are highlighted in magenta.
These are Models X, XV, XLVIII, XLIX, and LIII. We
show the combined outer envelope of their 2σ statistical
uncertainties as the shaded magenta band. Likewise,
the five worst models, those with the largest negative

log-likelihood, are highlighted in green. The other 70
models are intermediate in fit quality between the best
five and worst five fit models; we show them in gray. For
these main results, in which we seek to determine the
qualities of a putative excess signal near the galactic center,
we require the normalization of all fit components, includ-
ing the GCE, to be positive. Only at the lowest energies and
with the worst fit models to the 40° × 40° region do we find
a preference for cGCE;j to be zero or negative.
We find that in every fit to the models generated in our

work, the GCE is nonzero from 0.7 GeV and up to the
highest energies that we model and test. The underlying
background uncertainties can absorb the GCE only below
0.7 GeV. Moreover, we find that the GCE has a fairly robust
spectrum. The ratio of the maximal to the minimal flux fit
value among these 80 models is never more than a factor of
4 at energies above 1 GeV. The differences between the
GCE flux fits become even smaller once we focus on the
best fit models (given in the magenta lines). For these five
best models, the differences in their predicted GCE flux is
of order 10% at energies above 1 GeV. Within the energy
range we test, the GCE is detected at greater than 2σ
significance for all energies above 0.4 GeV for these five
best-fit models. We note that even for the models shown
by green lines (the five statistically less preferred galactic
diffuse emission model assumptions), the predicted GCE
fluxes are nonzero. Those give GCE spectra suppressed at
sub-GeVenergies, but they still agree above 1 GeV with the

FIG. 12. The GCE derived in conjunction with all 80 diffuse galactic emission background models from our fits in the 40° × 40°
window. The purple lines show the GCE derived using the five galactic emission background models (Models X, XV, XLVIII, XLIX,
and LIII) that give composite models with the statistically best performance. Those lines heavily overlap above 0.5 GeV. The magenta
band shows their combined relevant 2σ ranges. The green lines give the equivalent GCE from the five statistically worse performing
models (based on models II, LXIV, LXIX, LXX and LXXI). The gray lines show the GCE from the remaining 70 galactic emission
background models. The GCE above 0.7 GeV and up to 50 GeV is always present irrespective of the galactic emission background
assumptions.

FIG. 11. The modeled diffuse emission components in units of
differential flux times energy squared, E2 × dΦ=dE. The dashed
lines give the relevant Pi0+Bremss, ICS, bubbles, isotropic and
GCE components after fitting to the data. The bands show the 2σ
ranges derived from the fit. We have used the backgroundModel I
for the Pi0+Bremss and ICS components; the solid lines show
their prefit fluxes. The GCE is a prominent emission between ≃ 1
and 10 GeV, and in that energy range is more luminous than either
the isotropic emission or that from the bubbles.
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FIG. 2. Photons passing our cuts with energy 1.02 GeV < E� < 1.32 GeV, without (left) and with (right) the mask that we use
for our data. For illustration purposes, we show the boundaries of the ICS_1, ICS_2, and ICS_3 rings that vary independently
in our fits. In the right panel, we show the region of interest in which we perform our fits.

described above. We also show the location of the three
innermost rings of ICS emission where they intersect the
Galactic disk. The outer edge of ICS_1 is at 1.5 kpc from
the Galactic center, the outer edge of ICS_2 is at 2.5 kpc
from the Galactic center, and the outer edge of ICS_3 is
at 3.5 kpc from the Galactic center. Note that, although
ICS_2 is an annular cylinder with no emission between
1.5 and 2.5 kpc, this ring contributes to emission inside
of �10�  `  10� because of projection effects along the
line of sight. The boundary of ICS_3 shown at 3.5 kpc
is also the outer boundary of the HI_1 and H2_1 rings
that we use. In the right panel, we also show the ROI in
which we perform our fits.

Best-Fit Ring-Based Astrophysical Fluxes: In
Fig. 3, we show the spectra of the best-fit ring-based
templates that were fit alongside the boxy bulge, which
was the excess with the relative best fit conditioned on
using ring-based templates. In the four panels, clockwise
from top left, we show the HI fluxes, the H2 fluxes, the ICS

fluxes, and the “residual” fluxes. As is apparent, the dom-
inant contributions of the HI, H2, and “residual” fluxes
have smooth, power-law like behavior. The subdominant
HI and H2 fluxes, which account for of order tens of per-
cent of the emission of these components, show sharp,
non-monotonic behavior between energy bins, which is
very difficult to explain with any physical model. The
sum of the absolute value of the “residual” components
comprise tens of percents of the emission at low energies.

Most strikingly, the ICS fluxes are extremely non-
smooth in all energy bins: five of the six different rings
come to dominate in at least one bin over the fourteen
energy bins we fit. Four of the six rings have extremely
jagged, non-smooth behavior. The two innermost rings,
labelled ICS_1 and ICS_2 by the convention of [23],

TABLE III. Comparison of the templates of [18, 20, 21] to the
templates from [23], as in Tab. I.

Excess Model �2 �lnL �lnB
No Excess +9828 �4790

X-Shaped Bulge +9851 �4901
Dark Matter +9512 �4643

Boxy + X-Shaped Bulges +7808 �3778
Boxy Bulge +7805 �3897

Boxy Bulge “plus” +8026 �3907

TABLE IV. Results from Sam’s wide priors.

Excess Model Bgd. Templates �2�lnL
No Excess astrophysical - ring-based 1805

X-Shaped Bulge astrophysical - ring-based 574
Boxy Bulge astrophysical - ring-based �52

Boxy Bulge “plus” astrophysical - ring-based �131
Dark Matter astrophysical - ring-based �942

DM + Boxy Bulge “plus” astrophysical - ring-based �1056

which we follow, are somewhat smoother than the other
ICS rings.

Results with Macias et al. maps: In Tab. III we re-
port the results of performing the fits as described in the
main text, but using the sixteen ring-based maps from
[18, 20, 21] instead. Compared to the results in the main
text using the ring-based maps of [23], the quality of the
fits is substantially worse for every model of the excess.
In addition, we observe that the “residual” components
dominate the emission unless strict priors are imposed.

Lower is better

There is no physical 
justification for 

negative residual gas 
maps at the 20% level 

across the entire 
region (it should be a 
0.1-1% correction).
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 Further Tests on the GCE morphology with Alternative Masks, including 
using wavelets to identify hot-spots:
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FIG. 1. Examples of the masks used. Here we show the masked region (purple) for the energy bin 5 (1.02� 1.32 GeV) only.

FIG. 2. Masked pixel fraction for the masks used in the anal-

ysis.

ferences between masks created by different point source
catalogs as well as by different radii criteria. As the num-
ber of point sources in the catalog increases, the masked
pixel fraction significantly increases. The difference is sig-
nificant for E < 2.24 GeV and gets diminished for higher
energy bins as the masked pixel by the disk dominates
over those by the point sources. Increasing or decreas-
ing the radii criteria introduces a large variation in the
masked pixel fraction, which is the most significant for
the lower energy bins. The middle panel of Fig. 2 high-

lights the difference in different lengths for the disk mask.
Here, the difference between masking the entire galactic
disk or parts of it, is most significant at higher energy
bins (E > 0.603 GeV). For lower energy bins, the two
sets of masks yield a similar masked pixel fraction, given
that the point sources mask dominates the lower lati-
tudes. Combining the information from the two panels,
we can conclude energy bins 0-3 are mostly affected by
point sources masks, energy bins 8-13 are mostly affected
by the disk mask, while energy bin 4-7 are influenced by
both types. The lower panel of Fig. 2 highlights the dif-
ference between different wavelet-based masks and those
with a band mask for the disk. The wavelet-based masks,
in general, mask a greater fraction of the GC region than
the standard masks at lower energy bins. But as energy
increases and the mask radii shrinks, the wavelet-based
masks are not blocked by the disk mask and have a sub
10% masked pixel fractions, above 3 GeV. Also, at ener-
gies around 1 GeV, typically we only get 30% of the inner
40� ⇥ 40� region masked.

D. Statistical Procedure

We construct the log-likelihood lnLj in a given energy
bin j as

�2 lnLj =
n

2
X

p

[Mj,pCj,p + ln [(Mj,pDj,p)!]

�(Mj,pDj,p) ln(Mj,pCj,p)]
o

+ �2
Bubbles,j + �2

Iso,j , (3)

where: p are the pixels of the ROI; the data Dj,p

and the mask Mj,p are described in detail in Sec. II A

4FGL-DR3 + Wavelet-based4FGL-DR3 + part of the disk

4FGL-DR1, 2 or 3 + all of the disk
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FIG. 1. Examples of the masks used. Here we show the masked region (purple) for the energy bin 5 (1.02� 1.32 GeV) only.

FIG. 2. Masked pixel fraction for the masks used in the anal-
ysis.

ferences between masks created by different point source
catalogs as well as by different radii criteria. As the num-
ber of point sources in the catalog increases, the masked
pixel fraction significantly increases. The difference is sig-
nificant for E < 2.24 GeV and gets diminished for higher
energy bins as the masked pixel by the disk dominates
over those by the point sources. Increasing or decreas-
ing the radii criteria introduces a large variation in the
masked pixel fraction, which is the most significant for
the lower energy bins. The middle panel of Fig. 2 high-

lights the difference in different lengths for the disk mask.
Here, the difference between masking the entire galactic
disk or parts of it, is most significant at higher energy
bins (E > 0.603 GeV). For lower energy bins, the two
sets of masks yield a similar masked pixel fraction, given
that the point sources mask dominates the lower lati-
tudes. Combining the information from the two panels,
we can conclude energy bins 0-3 are mostly affected by
point sources masks, energy bins 8-13 are mostly affected
by the disk mask, while energy bin 4-7 are influenced by
both types. The lower panel of Fig. 2 highlights the dif-
ference between different wavelet-based masks and those
with a band mask for the disk. The wavelet-based masks,
in general, mask a greater fraction of the GC region than
the standard masks at lower energy bins. But as energy
increases and the mask radii shrinks, the wavelet-based
masks are not blocked by the disk mask and have a sub
10% masked pixel fractions, above 3 GeV. Also, at ener-
gies around 1 GeV, typically we only get 30% of the inner
40� ⇥ 40� region masked.

D. Statistical Procedure

We construct the log-likelihood lnLj in a given energy
bin j as

�2 lnLj =
n

2
X

p

[Mj,pCj,p + ln [(Mj,pDj,p)!]

�(Mj,pDj,p) ln(Mj,pCj,p)]
o

+ �2
Bubbles,j + �2

Iso,j , (3)

where: p are the pixels of the ROI; the data Dj,p

and the mask Mj,p are described in detail in Sec. II A

Bartels et al. 2018 Macias et al. 2018
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FIG. 1. Examples of the masks used. Here we show the masked region (purple) for the energy bin 5 (1.02� 1.32 GeV) only.

FIG. 2. Masked pixel fraction for the masks used in the anal-
ysis.

ferences between masks created by different point source
catalogs as well as by different radii criteria. As the num-
ber of point sources in the catalog increases, the masked
pixel fraction significantly increases. The difference is sig-
nificant for E < 2.24 GeV and gets diminished for higher
energy bins as the masked pixel by the disk dominates
over those by the point sources. Increasing or decreas-
ing the radii criteria introduces a large variation in the
masked pixel fraction, which is the most significant for
the lower energy bins. The middle panel of Fig. 2 high-

lights the difference in different lengths for the disk mask.
Here, the difference between masking the entire galactic
disk or parts of it, is most significant at higher energy
bins (E > 0.603 GeV). For lower energy bins, the two
sets of masks yield a similar masked pixel fraction, given
that the point sources mask dominates the lower lati-
tudes. Combining the information from the two panels,
we can conclude energy bins 0-3 are mostly affected by
point sources masks, energy bins 8-13 are mostly affected
by the disk mask, while energy bin 4-7 are influenced by
both types. The lower panel of Fig. 2 highlights the dif-
ference between different wavelet-based masks and those
with a band mask for the disk. The wavelet-based masks,
in general, mask a greater fraction of the GC region than
the standard masks at lower energy bins. But as energy
increases and the mask radii shrinks, the wavelet-based
masks are not blocked by the disk mask and have a sub
10% masked pixel fractions, above 3 GeV. Also, at ener-
gies around 1 GeV, typically we only get 30% of the inner
40� ⇥ 40� region masked.

D. Statistical Procedure

We construct the log-likelihood lnLj in a given energy
bin j as

�2 lnLj =
n

2
X

p

[Mj,pCj,p + ln [(Mj,pDj,p)!]

�(Mj,pDj,p) ln(Mj,pCj,p)]
o

+ �2
Bubbles,j + �2

Iso,j , (3)

where: p are the pixels of the ROI; the data Dj,p

and the mask Mj,p are described in detail in Sec. II A

Ellipticity Spherical NFW vs Bulges
Bartels et al. 2018 Macias et al. 2018
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If this is a DM annihilation signal what do we learn 
about the particle physics?

The mass range preferred very much within the WIMP range.
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FIG. 3. Preferred DM mass and annihilation cross-section (1,
2 and 3 � contours) for all single channel final states where
ICS emission can be safely ignored. Vertical gray lines refer
to the W , Z, h and t mass thresholds. The p-values for an-
nihilation to pure W+W �, ZZ and t̄t final states are below
0.05, indicating that the fit is poor for these channels; see
Tab. I. Uncertainties in the DM halo are parametrized and
bracketed by A = [0.17, 5.3], see Sec. V. The results shown
here refer to A = 1.

that the interpolation at mass threshold agrees with our
own results from PYTHIA 8.186.

In addition to gamma rays, CR electrons and positrons
are produced as final (stable) products of DM annihila-
tions. These CR electrons/positrons, like all other elec-
trons/positrons propagate in the Galaxy and produce
ICS and bremsstrahlung emission.5 Generally, the ICS
emission is expected to be more important for DM mod-
els with significant branching ratios to (light) leptons.
Therefore we separate our discussion to first address the
cases when ICS emission can be safely ignored, before
discussing in detail ICS emission for annihilation to lep-
tons.

A. Single annihilation channels without ICS

We first discuss annihilation to pure two-body annihi-
lation states for the cases when ICS emission can be safely
ignored. This turns out to be all cases except annihila-
tion to electrons and muons. In Fig. 3 we show the best-

5 CR p and p̄ from DM annihilations can also give their own ⇡0

emission of DM origin, but are suppressed from the p̄/p measure-
ments already by at least five orders of magnitude compared to
the conventional Galactic di↵use ⇡0 emission.

Channel
h�vi

(10�26 cm3 s�1)
m�

(GeV) �2
min p-value

q̄q 0.83+0.15
�0.13 23.8+3.2

�2.6 26.7 0.22

c̄c 1.24+0.15
�0.15 38.2+4.7

�3.9 23.6 0.37

b̄b 1.75+0.28
�0.26 48.7+6.4

�5.2 23.9 0.35

t̄t 5.8+0.8
�0.8 173.3+2.8

�0 43.9 0.003

gg 2.16+0.35
�0.32 57.5+7.5

�6.3 24.5 0.32

W+W � 3.52+0.48
�0.48 80.4+1.3

�0 36.7 0.026

ZZ 4.12+0.55
�0.55 91.2+1.53

�0 35.3 0.036

hh 5.33+0.68
�0.68 125.7+3.1

�0 29.5 0.13

⌧+⌧� 0.337+0.047
�0.048 9.96+1.05

�0.91 33.5 0.055
⇥
µ+µ� 1.57+0.23

�0.23 5.23+0.22
�0.27 43.9 0.0036

⇤
��ICS

TABLE I. Results of spectral fits to the Fermi GeV excess
emission as shown in Fig. 2, together with ±1� errors (which
include statistical as well as model uncertainties, see text).
We also show the corresponding p-value. Annihilation into
q̄q, c̄c, b̄b, gg and hh all give fits that are compatible with
the observed spectrum. There is also a narrow mass where
annihilation into ⌧+⌧� is not excluded with 95% CL signifi-
cance. Annihilation to pure W+W �, ZZ and t̄t is excluded
at 95% CL, as is the µ+µ� spectrum without ICS emission
(��ICS). Bosons masses are from the PDG live [93].

fit annihilation cross-section and DM mass for all other
two-body annihilation states involving SM fermions and
bosons. The results are also summarized in Tab. I, where
we furthermore give the p-value of the fit as a proxy for
the goodness-of-fit. As with previous analyses, we find
that annihilation to gluons and quark final states q̄q, c̄c
and b̄b, provide a good fit. In the case of the canonical b̄b
final states, we find slightly higher masses are preferred
compared to previous analyses, see e.g. Refs. [11, 13, 14].
This is because of the additional uncertainty in the high-
energy tail of the energy spectrum that is allowed for in
this analysis. The highest mass to b̄b final states that
still gives a good fit (with a p-value > 0.05) is 73.9 GeV.

As the tail of the spectrum extends to higher energy, we
also consider annihilation to on-shell t̄t and SM bosons.
For t̄t, we find that the fit is poor because the DM spec-
trum peaks at too high an energy (⇠ 4.5 GeV rather than
the observed peak at 1–3 GeV). As the p-value is very low
for this channel, we do not consider it further. Pure an-
nihilation to pairs of W and Z gauge bosons are also ex-
cluded at a little over 95% CL significance. However, per-
haps surprisingly, annihilation to pairs of on-shell Higgs
bosons (colloquially referred to as “Higgs in Space” [94])
produce a rather good fit, so long as h is produced close to
rest. This is analogous to the scenario studied in Ref. [95]
in a di↵erent context. One interesting feature of this
channel is the gamma-ray line at m�/2 ' 63 GeV from
h decay to two photons. This is clearly visible in the
central panel of Fig. 2. The branching ratio for h ! ��

Calore, IC, McCabe, Weniger, 
PRD 2015
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FIG. 2. Photons passing our cuts with energy 1.02 GeV < E� < 1.32 GeV, without (left) and with (right) the mask that we use
for our data. For illustration purposes, we show the boundaries of the ICS_1, ICS_2, and ICS_3 rings that vary independently
in our fits. In the right panel, we show the region of interest in which we perform our fits.
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FIG. 16. Violin plots (green) representing the probability
density distributions of GCE-like residual fluxes from the 22
ROIs, whose centers are translated on the galactic disk. The
white dots inside the violins represent the median values and
the purple bars represent the interval between the 1st and
3rd quartile. The red line represents the mean. In yellow, we
present ±1� standard deviation.

model that best fits the observations. In order to limit
contamination from the GCE whose significance we seek
to evaluate, we omit the GCE itself as well as the fits from
the six regions centered at ` = ±5�, ±10�, ±15�. Thus,
the results in Fig. 16 provide the distributions of best-fit
values with respect to the remaining 22 ROIs centered
at 20�

 |`|  70�. We show these distributions across
all 14 energy bins. For each energy bin the violin plot
is evaluated using the 22 flux values from the 22 best
fit GCE-like emission spectra of the 22 translated ROIs.
As anticipated from Fig. 15, the average favored GCE-
like emission is negative, which is especially clear at the
lowest energies.

A. Covariance Matrix from Different ROIs

The fits across the different ROIs show in Fig. 16 en-
able the construction of a data covariance matrix. This
allows us to assess the impact of systematic astrophys-
ical uncertainties and bias in recovering GCE-like fea-
tures along the galactic disk, and therefore provides an
estimate of the systematic error budget incurred by our
template-fit procedure.

The data covariance matrix we construct is based on
the GCE-like fits performed in different regions. As for
the distributions shown in Fig. 16, we omit the GC and
the regions centered at ` = ±5�, ±10�, ±15� and we re-
strict to best-fit fluxes only. Thus, explicitly, we define
the covariance matrix as

⌃ij,mod =

⌧
E4 d�

dEi

d�

dEj

�
�

⌧
E2 d�

dEi

� ⌧
E2 d�

dEj

�
, (15)

where the notation h·i represents an average with respect
to the 22 different ROIs centered at 20�

 |`|  70� in

steps of 5� and d�
dEi

is the best-fit GCE-like flux from
the ith energy bin, for each given ROI. Each entry is
computed by taking the difference of the average of the
product and the product of the averages for the flux of
two energy bins. The matrix is by construction symmet-
ric and positive semi-definite, as is expected. The units
for each entry are the square of those of the fluxes from
Fig. 12.

For completeness, we also tested the results using all 80
models instead of the best-fits only, and we find that the
entries of ⌃ij,mod increase by roughly a factor of 2. Like-
wise, if we had used the best fits for all regions down to
` = ±5�, the entries of ⌃ij,mod would increase by roughly
30%. These approaches will likely overestimate the er-
rors associated to the template-fitting procedure, since
many of these models can be discarded based on their
log-likelihoods.

B. Truncated Covariance Matrix

Once the covariance matrix is configured, we approxi-
mate it via a Principal Component Analysis (PCA). We
do this to remove the small eigenvalues of the covariance
matrix, which are likely due to noise, thereby making its
inversion more robust. In fact, we want to ensure that
we do not count noise from other regions as a source of
systematic errors. In our analysis of the GCE spectrum,
we include the statistical noise of the best fit model in the
central 40�

⇥ 40� region. After doing the eigendecompo-
sition of the covariance matrix to obtain its eigenvalues
� and orthonormal eigenvectors v, we define

wi = �i/
X

i

�i, PCij =
p

�ivij , (16)

where the indices i and j each go over the 14 energy bins.
The matrix is recovered by ⌃jk,mod =

P14
i=1 PCT

ijPCik,
where T denotes the transpose. By “the ith principal com-
ponent” or “PCi”, we will mean the ith 14-entry vector
given in Eq. 16. As is evident, the overall sign of each PC
is ambiguous, since only their product with themselves is
known.

We display the results of the PCA of the systematic
error covariance matrix in Fig. 17, where we plot the top
3 PCs in units of residual flux, and we provide the values
of first four PC vectors in Tab. V. From Fig. 17, it is ev-
ident that PC 1 dominates the other two PCs, as should
be expected. The values of these first three principal
components are very close to those obtained in [17]. The
stability of the data covariance matrix despite increases
in the quantity of (and improvements in the quality of)
the underlying data, the new 4FGL-DR2 point source
catalog, the entirely new set of templates generated in
this work, and various different modeling choices adopted
over time supports our claim that this procedure captures
real systematic limitations to the template fit.

We find that
Pj=3

i=1 wi ' 0.99, so by using the first 3
PCs our truncated matrix is able to represent the original

The covariance matrix:
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PCi �1 �2 �3 �4 �5 �6 �7 �8 �9 �10 �11 �12 �13 �14

PC1 2.52 2.37 2.47 2.43 2.19 2.35 2.08 1.83 1.65 1.69 1.38 1.09 0.67 0.34
PC2 �1.70 �1.07 �0.16 0.14 0.54 0.42 0.40 0.31 0.58 0.41 0.56 0.48 0.41 0.33
PC3 0.27 0.06 �0.53 �0.22 �0.21 �0.18 �0.08 0.25 0.04 0.45 0.23 0.24 0.20 0.24
PC4 0.20 �0.15 0.15 �0.14 0.06 �0.04 �0.04 �0.27 0.08 �0.25 0.11 0.25 0.27 0.17

TABLE V. The first four principal components of the systematic uncertainty contribution to the covariance matrix, defined as
in Eq. 16, in units of 10�7 GeV cm�2 s�1 sr�1.

FIG. 17. The first three principal components from the sin-
gular value decomposition of the covariance matrix.

matrix with 99% accuracy. Thus, we take

⌃jk,mod ' ⌃trunc
jk,mod ⌘

3X

i=1

PCT
ijPCik. (17)

We note that our fits to the GCE in the following section
are robust to including three or more principal compo-
nents, but the fit quality degrades substantially in all
cases if we use two or fewer PCs of the systematic covari-
ance matrix. For reference, we provide the entries of the
first four components of the PCA in Table V. We use the
first three of these components, as in Eq. 17; we report
the fourth to demonstrate that it indeed makes a smaller
contribution to the covariance matrix.

VII. INTERPRETATIONS

In this section, we consider possible interpretations
of the GCE as characterized in the preceding sections,
emphasizing two possibilities: a population of millisec-
ond pulsars (MSPs) and the annihilation of dark mat-
ter (DM) particles, as well as the combination of these
two underlying explanations. There are also other pos-
sibilities: for instance, cosmic-ray burst activity from
the region around the supermassive black hole. How-
ever, the MSPs interpretation comes with a relatively
well measured spectrum from gamma-ray observations
toward known galactic MSPs from other regions on the
sky. Also, the DM prompt emission spectrum can be

modeled once the DM mass and annihilation channels
are fixed. Thus these two interpretations provide spectra
that we can easily test. With cosmic-ray bursts from the
inner galaxy there is no independent observation or the-
ory that can give us a probable gamma-ray spectrum that
could then be tested in the fit. One would have to per-
form multiple simulations of bursts that each would give
its own suggested spectrum and morphology in the inner
galaxy which would then be fit to the residual GCE spec-
tra obtained in Fig. 12 and 14 in this work. As a general
pattern we expect cosmic-ray bursts to give a gamma-ray
emission spectrum described by either a simple power-
law, or one power-law at low gamma-ray energies that
transitions to a softer spectrum at higher gamma-ray en-
ergies [32–34]. These can be modeled phenomenologically
using a broken power-law or a single power law with an
exponential cutoff.

For each model which has a predicted spectrum deter-
mined by some free parameters ✓k, we will define a �2

test statistic,

�2 =
X

ij

 
GCEi �

X

k

fik(✓k)

!
C�1

ij

 
GCEj �

X

`

fj`(✓`)

!
.

(18)
The values GCEi are the ones depicted in Figs. 12 and
14, which have been given in Tab. IV for reference. The
covariance matrix is Cij = �2

i �ij +⌃ij,mod, where ⌃ij,mod

is defined in Eq. 17. We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Section VI. Those are calculated by using the 40�

⇥ 40�

regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We
test the DM, MSP and phenomenological burst-like spec-
tra on the data from the 40�

⇥ 40� region and also from
the north or south only regions. We will define ⌃ij,mod in
the north (south) to be 0.552(0.45)2 as large as ⌃ij,mod in
the full sky, since the north (south) accounts for roughly
55%(45%) of the total log-likelihood of the 40�

⇥40� win-
dow. Because we use 14 energy bins to characterize the
GCE, the indices i and j run from 1 to 14. The indices
k and ` run from 1 to the number of free parameters for
each model, Nfp, which ranges from 1 to 4 for the spectra
we consider. For the MSP explanation, since we fix its
spectrum we take only one free parameter, its normaliza-
tion. For DM we have two parameters, the mass and the
annihilation channel, which we assume is to only a single
species of Standard Model particle. The power-law plus

Its truncated version: 

The formal fit:
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TABLE V. The first four principal components of the systematic uncertainty contribution to the covariance matrix, defined as
in Eq. 16, in units of 10�7 GeV cm�2 s�1 sr�1.

FIG. 17. The first three principal components from the sin-
gular value decomposition of the covariance matrix.

matrix with 99% accuracy. Thus, we take
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We note that our fits to the GCE in the following section
are robust to including three or more principal compo-
nents, but the fit quality degrades substantially in all
cases if we use two or fewer PCs of the systematic covari-
ance matrix. For reference, we provide the entries of the
first four components of the PCA in Table V. We use the
first three of these components, as in Eq. 17; we report
the fourth to demonstrate that it indeed makes a smaller
contribution to the covariance matrix.

VII. INTERPRETATIONS

In this section, we consider possible interpretations
of the GCE as characterized in the preceding sections,
emphasizing two possibilities: a population of millisec-
ond pulsars (MSPs) and the annihilation of dark mat-
ter (DM) particles, as well as the combination of these
two underlying explanations. There are also other pos-
sibilities: for instance, cosmic-ray burst activity from
the region around the supermassive black hole. How-
ever, the MSPs interpretation comes with a relatively
well measured spectrum from gamma-ray observations
toward known galactic MSPs from other regions on the
sky. Also, the DM prompt emission spectrum can be

modeled once the DM mass and annihilation channels
are fixed. Thus these two interpretations provide spectra
that we can easily test. With cosmic-ray bursts from the
inner galaxy there is no independent observation or the-
ory that can give us a probable gamma-ray spectrum that
could then be tested in the fit. One would have to per-
form multiple simulations of bursts that each would give
its own suggested spectrum and morphology in the inner
galaxy which would then be fit to the residual GCE spec-
tra obtained in Fig. 12 and 14 in this work. As a general
pattern we expect cosmic-ray bursts to give a gamma-ray
emission spectrum described by either a simple power-
law, or one power-law at low gamma-ray energies that
transitions to a softer spectrum at higher gamma-ray en-
ergies [32–34]. These can be modeled phenomenologically
using a broken power-law or a single power law with an
exponential cutoff.

For each model which has a predicted spectrum deter-
mined by some free parameters ✓k, we will define a �2
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The values GCEi are the ones depicted in Figs. 12 and
14, which have been given in Tab. IV for reference. The
covariance matrix is Cij = �2

i �ij +⌃ij,mod, where ⌃ij,mod

is defined in Eq. 17. We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Section VI. Those are calculated by using the 40�

⇥ 40�

regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We
test the DM, MSP and phenomenological burst-like spec-
tra on the data from the 40�

⇥ 40� region and also from
the north or south only regions. We will define ⌃ij,mod in
the north (south) to be 0.552(0.45)2 as large as ⌃ij,mod in
the full sky, since the north (south) accounts for roughly
55%(45%) of the total log-likelihood of the 40�

⇥40� win-
dow. Because we use 14 energy bins to characterize the
GCE, the indices i and j run from 1 to 14. The indices
k and ` run from 1 to the number of free parameters for
each model, Nfp, which ranges from 1 to 4 for the spectra
we consider. For the MSP explanation, since we fix its
spectrum we take only one free parameter, its normaliza-
tion. For DM we have two parameters, the mass and the
annihilation channel, which we assume is to only a single
species of Standard Model particle. The power-law plus

Where:
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gular value decomposition of the covariance matrix.
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We note that our fits to the GCE in the following section
are robust to including three or more principal compo-
nents, but the fit quality degrades substantially in all
cases if we use two or fewer PCs of the systematic covari-
ance matrix. For reference, we provide the entries of the
first four components of the PCA in Table V. We use the
first three of these components, as in Eq. 17; we report
the fourth to demonstrate that it indeed makes a smaller
contribution to the covariance matrix.
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of the GCE as characterized in the preceding sections,
emphasizing two possibilities: a population of millisec-
ond pulsars (MSPs) and the annihilation of dark mat-
ter (DM) particles, as well as the combination of these
two underlying explanations. There are also other pos-
sibilities: for instance, cosmic-ray burst activity from
the region around the supermassive black hole. How-
ever, the MSPs interpretation comes with a relatively
well measured spectrum from gamma-ray observations
toward known galactic MSPs from other regions on the
sky. Also, the DM prompt emission spectrum can be

modeled once the DM mass and annihilation channels
are fixed. Thus these two interpretations provide spectra
that we can easily test. With cosmic-ray bursts from the
inner galaxy there is no independent observation or the-
ory that can give us a probable gamma-ray spectrum that
could then be tested in the fit. One would have to per-
form multiple simulations of bursts that each would give
its own suggested spectrum and morphology in the inner
galaxy which would then be fit to the residual GCE spec-
tra obtained in Fig. 12 and 14 in this work. As a general
pattern we expect cosmic-ray bursts to give a gamma-ray
emission spectrum described by either a simple power-
law, or one power-law at low gamma-ray energies that
transitions to a softer spectrum at higher gamma-ray en-
ergies [32–34]. These can be modeled phenomenologically
using a broken power-law or a single power law with an
exponential cutoff.
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The values GCEi are the ones depicted in Figs. 12 and
14, which have been given in Tab. IV for reference. The
covariance matrix is Cij = �2

i �ij +⌃ij,mod, where ⌃ij,mod

is defined in Eq. 17. We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Section VI. Those are calculated by using the 40�

⇥ 40�

regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We
test the DM, MSP and phenomenological burst-like spec-
tra on the data from the 40�

⇥ 40� region and also from
the north or south only regions. We will define ⌃ij,mod in
the north (south) to be 0.552(0.45)2 as large as ⌃ij,mod in
the full sky, since the north (south) accounts for roughly
55%(45%) of the total log-likelihood of the 40�

⇥40� win-
dow. Because we use 14 energy bins to characterize the
GCE, the indices i and j run from 1 to 14. The indices
k and ` run from 1 to the number of free parameters for
each model, Nfp, which ranges from 1 to 4 for the spectra
we consider. For the MSP explanation, since we fix its
spectrum we take only one free parameter, its normaliza-
tion. For DM we have two parameters, the mass and the
annihilation channel, which we assume is to only a single
species of Standard Model particle. The power-law plus
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And a little extra positrons….
Utilizing cosmic-ray positron and electron observations to probe
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Pulsars have long been studied in the electromagnetic spectrum. Their environments are rich in high-
energy cosmic-ray electrons and positrons likely enriching the interstellar medium (ISM) with such
particles. In this work we use recent cosmic-ray observations from the AMS-02, CALET, and DAMPE
Collaborations to study the averaged properties of the local Milky Way pulsar population. We perform
simulations of the local Milky Way pulsar population, for interstellar medium assumptions in agreement
with a range of cosmic-ray nuclei measurements. Each such simulation contains ∼104pulsars of unique
age, location, initial spin-down power, and cosmic-ray electron/positron spectra. We produce more than
7× 103 such Milky Way pulsar simulations. We account for and study (i) the pulsars’ birth rates and the
stochastic nature of their birth, (ii) their initial spin-down power distribution, (iii) their time evolution in
terms of their braking index and characteristic spin-down timescale, (iv) the fraction of spin-down power
going to cosmic-ray electrons and positrons, and (v) their propagation through the interstellar medium and
the heliosphere. We find that pulsars of ages ∼105–107 yr, have a braking index that on average has to be 3
or larger. Given that electromagnetic spectrum observations of young pulsars find braking indices lower
than 3, our work provides strong hints that pulsars’ braking index increases on average as they age,
allowing them to retain some of their rotational energy. Moreover, we find that pulsars have relatively
uniform properties as sources of cosmic-ray electrons and positrons in terms of the spectra they produce
and likely release O ð10%Þ of their rotational energy to cosmic rays in the ISM. Finally, we find at ≃12GeV
positrons a spectral feature that suggests a new subpopulation of positron sources contributing at these
energies.

DOI: 10.1103/PhysRevD.105.023015

I. INTRODUCTION

Pulsars represent a class of energetic sources whose
properties have been probed over more than 50 years via
observations in the electromagnetic spectrum. Emission
from pulsars and their environments has been detected in
the radio, [1–8], infrared and visible [9–13], ultraviolet
[14,15], x rays [12,16–20], gamma rays [21–26], and most
recently, a clear detection of powerful Milky Way pulsars at
O ð10Þ TeV gamma rays has been established [27–32].
Most of the observed photons from pulsars and their
surrounding pulsar wind nebulae (PWNe) -where those
are present- originate from cosmic-ray electrons and
positrons and are emitted via curvature radiation [33,34],
synchrotron radiation [24,35,36] and at the highest energies
inverse Compton emission [24,37–39]. The fact that we
have observed O ð10Þ TeV gamma-rays from certain pul-
sars that are still surrounded by their respective PWN
clearly sets a lower limit on the electron and positron

cosmic-ray energies in these environments. We expect that
such pulsars will act as sources of cosmic-ray electrons and
positrons that are released into the interstellar medium
(ISM). In fact, we expect for electrons and positrons to be
further accelerated as they propagate through the termi-
nation shock of the respective PWNe before entering the
ISM [40,41]. If Milky Way pulsars are prominent sources
of high-energy cosmic-ray electrons and positrons then
we could expect to see their contribution to the relevant
cosmic-ray measurements and most notably in the cosmic-
ray positron flux spectrum.
Cosmic-ray positrons are produced in inelastic collisions

of high-energy cosmic-ray nuclei with the ISM gas and are
typically referred to as secondary positrons. In the same
type of interactions matter cosmic-ray secondary electrons
and secondary nuclei as boron are produced. Those have
been modeled in [42–50] and are in agreement with the
current observations [51–53]. A prominent exception is the
spectrum of the positron fraction eþ =ðeþ þ e−Þ, measured
by [54–57] to rise above 5 GeV, in disagreement with the
expectation from same type of models. This suggests an
additional source of high-energy cosmic-ray positrons.
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energy cosmic-ray electrons and positrons likely enriching the interstellar medium (ISM) with such
particles. In this work we use recent cosmic-ray observations from the AMS-02, CALET, and DAMPE
Collaborations to study the averaged properties of the local Milky Way pulsar population. We perform
simulations of the local Milky Way pulsar population, for interstellar medium assumptions in agreement
with a range of cosmic-ray nuclei measurements. Each such simulation contains ∼104pulsars of unique
age, location, initial spin-down power, and cosmic-ray electron/positron spectra. We produce more than
7× 103 such Milky Way pulsar simulations. We account for and study (i) the pulsars’ birth rates and the
stochastic nature of their birth, (ii) their initial spin-down power distribution, (iii) their time evolution in
terms of their braking index and characteristic spin-down timescale, (iv) the fraction of spin-down power
going to cosmic-ray electrons and positrons, and (v) their propagation through the interstellar medium and
the heliosphere. We find that pulsars of ages ∼105–107 yr, have a braking index that on average has to be 3
or larger. Given that electromagnetic spectrum observations of young pulsars find braking indices lower
than 3, our work provides strong hints that pulsars’ braking index increases on average as they age,
allowing them to retain some of their rotational energy. Moreover, we find that pulsars have relatively
uniform properties as sources of cosmic-ray electrons and positrons in terms of the spectra they produce
and likely release O ð10%Þ of their rotational energy to cosmic rays in the ISM. Finally, we find at ≃12GeV
positrons a spectral feature that suggests a new subpopulation of positron sources contributing at these
energies.
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I. INTRODUCTION

Pulsars represent a class of energetic sources whose
properties have been probed over more than 50 years via
observations in the electromagnetic spectrum. Emission
from pulsars and their environments has been detected in
the radio, [1–8], infrared and visible [9–13], ultraviolet
[14,15], x rays [12,16–20], gamma rays [21–26], and most
recently, a clear detection of powerful Milky Way pulsars at
O ð10Þ TeV gamma rays has been established [27–32].
Most of the observed photons from pulsars and their
surrounding pulsar wind nebulae (PWNe) -where those
are present- originate from cosmic-ray electrons and
positrons and are emitted via curvature radiation [33,34],
synchrotron radiation [24,35,36] and at the highest energies
inverse Compton emission [24,37–39]. The fact that we
have observed O ð10Þ TeV gamma-rays from certain pul-
sars that are still surrounded by their respective PWN
clearly sets a lower limit on the electron and positron

cosmic-ray energies in these environments. We expect that
such pulsars will act as sources of cosmic-ray electrons and
positrons that are released into the interstellar medium
(ISM). In fact, we expect for electrons and positrons to be
further accelerated as they propagate through the termi-
nation shock of the respective PWNe before entering the
ISM [40,41]. If Milky Way pulsars are prominent sources
of high-energy cosmic-ray electrons and positrons then
we could expect to see their contribution to the relevant
cosmic-ray measurements and most notably in the cosmic-
ray positron flux spectrum.
Cosmic-ray positrons are produced in inelastic collisions

of high-energy cosmic-ray nuclei with the ISM gas and are
typically referred to as secondary positrons. In the same
type of interactions matter cosmic-ray secondary electrons
and secondary nuclei as boron are produced. Those have
been modeled in [42–50] and are in agreement with the
current observations [51–53]. A prominent exception is the
spectrum of the positron fraction eþ =ðeþ þ e−Þ, measured
by [54–57] to rise above 5 GeV, in disagreement with the
expectation from same type of models. This suggests an
additional source of high-energy cosmic-ray positrons.
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